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New methods for deprecating artificial
intelligence systems will preserve history and
facilitate research

Tim Johnson & Nick Obradovich Check for updates

AI developers and policy makers need to devise
methods of commercial model deprecation that
balance developers’ reasonable interest in
restricting access to outdated models with the
value of preserving technological developments
and enabling ongoing scientific research across
versions.
Upon viewing a dynamo at the height of the Industrial Revolution,
Henry Adams famously remarked that humanity had arrived, over a
brief period of time, in “a new universe which had no common scale of
measurement with the old”1. For those observing advances in artificial
intelligence (AI) via newspaper headlines, the past several years may
feel a lot like Adams’ era. The pace of change seems incompar-
ably rapid.

Yet, just as the steam engine preceded the dynamo, yesterday’s AI
models have contributed to today’s tools and—no matter how rapid
the advance—one sees subtler changes looking iteratively across
models than when comparing the oldest and youngest of the series.
Gaining an accurate historical picture—not to mention an ability to
replicate research and perform new comparative investigations—
therefore requires ongoing access to older model versions. Current
practices of commercialmodel deprecation, however, often remove all
access to outdated models, obviating such possibilities. As a result, AI
developers and policymakers need to collaborate on new methods of
model deprecation that will balance developers’ reasonable interest in
restricting access to outdated models with the wider-ranging value of
preserving recent technological developments and enabling ongoing
scientific research across versions.

Here, we focus our discussion of deprecation methods on large
language models (LLMs), due to their prevalent use, but readers will
see that the arguments apply to other AI systems such as diffusion
models deployed in image generation. Our arguments also do not
conflict with previous important measures to preserve information
about AI systems, such as the creation ofmodel cards2. Instead, we call
for new deprecation methods that reinforce such measures by pre-
serving history and facilitating research.

Reasons for current deprecation practices
At first glance, contemporary practices of model deprecation (or
“retirement”), which cease all public access, seem hard to understand
in light of the open-source ethos that figures prominently in the soft-
ware development community. However, the rationale for current
commercial deprecation practices appears both well-intentioned and
understandable.

For one, even though the most up-to-date models can still pro-
duce problematic outputs exhibiting bias and other harms (e.g., priv-
acy infringement via jailbreak techniques)3, older models might lack
safety features4 or legal safeguards that new models possess. As a
result, protecting users from prejudicial, unsafe, and unsecure models
stands as a compelling rationale to deprecate outdated models.

Shielding users also protects model developers from liabilities
that might come from old models spitting out libelous text or copy-
right materials. Since the release of popular LLMs such as ChatGPT,
news reports have documented instances of individuals suing OpenAI
for libelous content5, and academic studies have shown models pro-
ducing text comparable to material under copyright6. Accordingly,
developers act in a manner consistent with the tort system7 when they
seek to avoid liability by removing risky models from public use.

Liabilities, however, do not amount to the only financial interest
that motivates current practices of deprecation: maintaining outdated
models imposes costs ondevelopers that provedifficult to estimate and
recoup.Whereas user fees can compensate readily for computing costs
and customer support, enterprises likely find it difficult to calculate and
charge for the opportunity costs associated with devoting hardware to
outdated models or the reputational and brand-related costs resulting
from users inadvertently obtaining lower-quality outputs from out-
dated models instead of using more-capable, newer models. Instead of
facing the challenge of calculating andoffsetting such costs, developers
might find it more efficient just to remove access to older models.

Furthermore, developersmight evenfind it desirable todeprecate
models because the persistence of older models could make users
unwilling to shift to newer models, thus preventing developers from
fulfilling a business objective to supply the models they deem best or
most profitable. Taken too far, this lattermost reason might become a
cynical form of planned obsolescence—introducing new models to
garner market share or attention—but it still resides within the devel-
oper’s freedom to choose whether to keep their product in the
marketplace.

In sum, current practices ofmodel deprecation that restrict public
access likely rest on well-meaning or understandable foundations.
Older models may lack safeguards, create liabilities, impose tangible
costs, and inhibit transitions to newer models that enterprises would
prefer that users access. Together, these reasons provide a rationale
for restricting public access to older models, yet these current
deprecation practices also create problems.

Problems with current deprecation practices
Several challenges result from current LLM deprecation practices—
from the mundane difficulty of transitioning applications from a par-
ticularmodel to themore substantial issue of losing the opportunity to
perform historical, replicative, and comparative research. Exploring
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these problems highlights the need for new deprecationmethods that
balance the concerns of developers with those of users.

To users who have built projects around soon-to-be-deprecated
models, current practices of deprecation force a transition on an
uncontrollable timeline. Users must assess whether advanced models
will function in a manner comparable to older models in their appli-
cations; if projects remain viable across model iterations, users must
adapt their projects to new models on a timeline that they do not
create. Yet, although difficult, these challenges differ little from soft-
ware users’ perennial challenge of dealing with version updates. The
distinctive issues related to the deprecation of LLMs mainly implicate
the importance of outdated models for history and research.

Popular LLMs have gained users rapidly, thus making them sig-
nificant artifacts of socio-cultural history. They also have exceeded the
sophistication of past models to such an extent that they can be con-
sidered salient objects in the history of science and technology, if not
the history of humanity. Maintaining this record becomes difficult
when enterprises halt public access. Users can no longer observe,
document, and catalog the precise attributes responsible for amodel’s
place in history.

An inability to examine deprecated models directly also impedes
research efforts. Researchers cannot characterize the evolution of
model behavior over time if developers restrict access to a substantial
number of past models8. Moreover, such restrictions impede scien-
tists’ ability to replicate past research involving deprecated models.

One response to this challenge is that researchers should not
expect to replicate work using the same models. However, if research
focuses on contrasting particular LLMs’ outputs due to their model
attributes, then one needs access to prior model versions to replicate
that research. For example, our work has studied the text that LLMs
generatewhenpresentedwith settings inwhich they candictate sharing
behavior. We found that outputs consistently specifying sharing beha-
viorfirst emerged in oneparticularmodel fromOpenAI’s GPT-3.5 series,
text-davinci-003. After 4 January 2024, when OpenAI halted public
access to text-davinci-003 and much of the GPT-3 series, other
researchers lost the opportunity to replicate the process of generating
our study data. That is, other researchers can inspect the data we col-
lected and they can run our computer code on those data but they can
no longer submit theprompts used inour study to text-davinci-003 and
other deprecated LLM versions to observe whether the models gen-
erate outputs similar to those collected in our original study. Develop-
ing an archive of models, as we discuss later, can address this problem.

Current deprecation practices, however, not only impede the
inspection of past research, but they also prevent new discoveries.
Consider, for instance, research on whether9 or how10,11 large language
models might exhibit understanding. Researchers have made great
progress in this line of work by creating data sets of tasks that can be
tested across a series of models (e.g., the GLUE and SuperGLUE data
sets12,13). However, experience shows that once-promising tests can
contain issues that, when surfaced, raise questions about their
effectiveness14 thus necessitating the development of novel tests that
researchers must apply not only to recent models but also to old
models so as to facilitate calibration by creating overlap with prior
testing instruments.

Ultimately, such comparative studies have scientific and historical
value: they shed light on how model features influence performance
and they develop a chronology of that performance trajectory. Ideally,
conducting such studies in the future would resemble a historian’s
archival research: a researcher would access models in a well-

organized, carefully curated library to test new hypotheses about
model versions across time. However, current deprecation practices
portend a future more akin to archeology: a process of spending
considerable time sleuthing the whereabouts of past models—or their
traces—with the hopes of being able to dust themoff, preserving some
semblanceof their past essence, and testing hypotheseswithwhatever
fragments persist. The possibility of such difficult circumstances
resulting fromcurrent deprecationmethods suggests a reason for new
approaches that strike a balance between commercial and
research needs.

New methods of deprecation
Finding compromise amidst conflicting commercial and user interests
appears possible, thus we encourage developers and policymakers to
forge this compromise. Outdated models impose liabilities and create
opportunity costs on developers, harming the very enterprises that
users rely on to provide their AI toolkit. At the same time, current
deprecation practices force alterations to currently functional software
applications on uncertain time intervals and inhibit historical research,
replication, and novel scientific investigations, creating hassles for a key
user group that developers hope to serve—namely, high-volume, pro-
fessional users apt to influencewider usage trends among themass-user
base. In other words, developers and users include each other’s welfare
in their own interests, thereby exhibiting the type of interdependence
that has amplified human cooperation throughout history15. In this
situation, cooperationmeansusers accepting restrictions for thebenefit
of continued access and paying for that access, while developers allow
such ongoing use for the benefits of limited liability and an ongoing
streamof new insights derived fromcontinued use of outdatedmodels.

Specifically, the first step in devising new methods of deprecation
involves ensuring that the commercial developers of LLMs do not face
penalties for providing ongoing access to outdatedmodels. Capping or
eliminating liability for any model that an enterprise designates as
outdated, aswell as eliminating allwarranties for suchmodels,wouldbe
necessary—much like liability limits designed in the U.S. tobacco set-
tlement of the 1990s16. To ensure that developers do not deprecate
models strategically to avoid liability or costly warranties, the designa-
tion of amodel as “outdated”would limit themodel’s use solely to non-
commercial, historical, and scientific purposes. This designation would
impose a further cost on users as such restrictions would require users
both to certify that their deployments accord with usage limits and to
accept monitoring to verify adherence to those limits. Users, reason-
ably, would need to fund this monitoring and pay the costs associated
with gaining access to outdatedmodels. Agreeing to those costs would
reflect the user’s expectation that the benefits of accessing outdated
models for narrow historical and scientific purposes exceed the costs
themselves. Moreover, user fees could include additional expenses to
redress uncompensated economic and environmental costs—i.e.,
negative externalities—that result from model use17, thus preventing
inefficient overconsumption of deprecated models.

But what would developers get from the costs they will incur
should they provide continued access? First, one might note that
developers could limit the ongoing costs they face by simply releasing
the technical details (e.g., weights, architecture details, etc.) of out-
datedmodels. Somedevelopers already take anopen-source approach
by providing access to technical details and letting users run models
on their own hardware (e.g., Meta’s Llama series). Making such an
approach universal would offer a straightforward means of perpetual
model access. Alternatively, sending that information to a centralized
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archive—such as a government office or a third-party host—presents
another way in which developers could outsource ongoing access to
others. Such options address the positive externalities—that is,
uncompensated benefits—that would result from developers provid-
ing ongoing access: it would distribute the costs across the community
that would obtain the diffuse benefits resulting from ongoing access.

The prospect of a public or third-party entity hosting deprecated
models also could take advantage of economies of scale by storing
large troves of models that could be retrieved episodically according
to user demand, thus limiting themassive financial and environmental
costs thatwould accrue from running themodels perpetually. Even if it
ran models episodically, however, a public or third-party entity
building and maintaining the hardware necessary to run deprecated
models would face an expensive bill. Yet, such public or non-
commercial computing infrastructure appears increasingly necessary
for the purposes of national security and scientific competitiveness.
Using it residually to access deprecated models would advance those
objectives, while alleviating developers’ costs, preserving AI history,
and promoting scientific replicability.

Open-source approaches, however, might reveal proprietary
information, thus making the release of model details undesirable. If
so, developers still stand to benefit even if they take a more involved
approach in which they continue to keep technical details proprietary
and provide API access to models running on their own hardware.
Historical and scientific research will enhance understanding of LLMs,
thus providing the type of insights that often seep into commercial
activity downstream. Also, by enabling historical and scientific
research opportunities associated with their products, commercial
providers expand the scope of their business activities and create
more opportunities for user engagement with their products. Such
engagement, it warrants mentioning, would stem largely from pro-
fessional users, not a mass-consumer audience. Although this group
would include fewer users, its per-user usage rate likely would exceed
that of the average user and that usage has the promise of yielding
further scientific benefits that enterprises could capture.

Together, these reasons suggest a clear path forward. Across
jurisdictions, developers and policymakers can convene to hammer
out the details of a system akin to the one outlined above and, in so
doing, they can create model legislation or administrative rules that
will bring to life a new approach to model deprecation. A system of
ongoing, monitored access to liability-limited and warranty-free
models for historical and scientific research purposes offers benefits
to developers and users at a modest cost; commercial interests and
public officials should make it happen.
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