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The interplay between the martensitic
transformation rate and the rate of plastic
relaxation during martensitic
transformation in low-carbon steel, a
phase-field study
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The complex interplay between the rapid martensitic transformation and the plastic relaxation during
martensitic transformation in low-carbon steel is investigated using a combined phase-field and
phenomenological crystal plasticity approach. The large transformation-induced deformations and
local lattice rotations are rigorously describedwithin the finite strain framework. The study reveals that
plastic relaxation plays a crucial role in accommodating the transformation-induced deformations of
martensite in the parent austenite phase. By systematically varying the plastic slip rate, imposed
cooling rate, and carbon content, the simulations provide insights into the interdependence between
these factors, contributing to a better understandingof themartensitic transformation process and the
resultingmicrostructures. The phenomenological crystal plasticitymodel effectively relates the plastic
relaxation rate to the rate ofmartensitic transformationwith a significant time scale difference between
the two processes. The findings contribute to a deeper understanding of the interplay between the
rapid martensitic transformation and the requirement for plastic deformation.

Low alloyed steels are among the most used materials for engineering
applications due to their unique combination of properties, such as high
strength and high toughness1,2. Steels with low content of alloying ele-
ments (usually less than 5% by weight), exhibit a desirable balance
between cost, processability, and performance3. The composition of low
alloyed steels typically includes manganese, silicon, chromium, molyb-
denum, and 0.05–0.25% wt.% carbon which contributes to the specific
low alloyed steel characteristics4. Numerous industries, including auto-
motive, construction, and aerospace, utilize low alloyed steels for their
critical components. In automotive applications, for instance, these steels
are utilized for their high strength-to-weight ratio, contributing to fuel
efficiency and vehicle safety. In construction, the combination of
strength and toughness makes low alloyed steels an ideal choice for
structural components, such as beams and columns, capable of with-
standing large loads and dynamic forces. Other industries, like ship-
building and energy production, also benefit from these materials’
versatile properties5–8.

The properties of martensitic steels are determined by their micro-
structure, which is a result of the alloy composition and processing
conditions9. To achieve thedesiredproperties, it is crucial to understand and
control themicrostructural features, including grain size, precipitation, and
phase distribution in the material10. The martensite transformation plays a
crucial role in determining the final properties of low alloyed steels, with its
effect on strength, ductility, and toughness11. Martensite transformation is a
diffusionless solid-state phase transformation that occurs when the steel is
cooled rapidly from the austenite phase, causing a change in the crystal
structure from face-centered cubic (FCC) to body-centered cubic (BCC) for
low carbon steels or to body-centered-tetragonal (BCT) for higher carbon
content11. This transformation involves a shear distortion of the parent
austenite phase, leading to the formation ofmartensite plates or laths with a
specific crystallographic relationship12.

The thermodynamics and kinetics of martensite formation are gov-
erned by several factors, such as holding temperature, heat extraction rate,
and chemical composition of steel13. The martensite start (Ms) and
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martensite finish (Mf) temperatures determine the range within which the
transformation occurs, and these temperatures are influenced by the
alloying elements present in steel14. The kinetics of martensite formation is
also affected by the heat extraction rate, with faster rates leading to a more
rapid transformation15.

The formation of martensite microstructures results in an increase in
strength due to its fine microstructure and the trapping of carbon atoms
within the BCT lattice16. However, this often leads to a reduction in ductility,
as the martensite phase tends to display higher dislocation density and
increased brittleness10. Therefore, understanding and controlling the mar-
tensite transformation kinetics is essential for optimizing the mechanical
properties of low alloyed steels for specific applications.

A key aspect of martensite transformation kinetics is the interplay
between the rapid martensitic transformation, which occurs at velocities
comparable to the speed of sound in steel, and the process of plastic accom-
modation within the austenitic matrix. Here, the plastic deformation rate is a
crucial factor in themartensite formationprocess, as it governs themechanical
behavior of steel during transformation-induced deformation17. High plastic
deformation rates facilitate martensite nucleation and growth through two
main mechanisms. First, they allow for rapid accommodation of the large
transformation-induced strains, reducing the build-up of internal stresses that
wouldotherwise oppose the transformation. Second, the increaseddislocation
density resulting from rapid plastic deformation can create additional
nucleation sites for martensite, further promoting the transformation. This
interplay between plastic deformation and martensitic transformation is
crucial for understanding the kinetics and morphology of the resulting mar-
tensite structures. Conversely, lower plastic deformation rates can hinder the
formation of martensite by increasing the nucleation barrier and decreasing
the likelihood of local stress concentrations required for nucleation18.

Numerous studies have investigated the impact of prior plastic defor-
mation on martensite formation kinetics, both through experimental and
numerical means. Research has shown that martensite formation is facili-
tated when subjected to applied stress at higher temperatures, while pre-
straining of austenite hinders the transformation19. Studies on 304 austenitic
stainless steel grade reveal that strain rates affect martensitic transformation
kinetics by interacting with environmental temperature, deformation heat-
ing, and strain rate sensitivity, ultimately influencing material strength and
ductility18. A direct negative effect of strain rate on the martensitic trans-
formation rate was found, which cannot be explained solely by adiabatic
heating effects17. It was also observed that the strain hardening rate showed a
strong connection to the current strain rate rather than the prior strain rate
history17. It has been noted that the amount of plastic pre-straining does not
significantly impact the kinetics of martensitic transformation, though it
does affect the stress level required for initiating this transformation20.

In this study, a combined framework of phase field and phenomen-
ological crystal plasticity is used to investigate the effect of plastic defor-
mation duringmartensite formation. This approach builds upon significant
advancements in the field, including the development of finite strain phase-
field theories for martensitic transformations21,22 and the coupling of phase
transformations with plasticity23–26. The phenomenological crystal plasticity
models offer a powerful and robust framework for capturing the intricate
deformation behavior of crystalline materials. While they do not explicitly
trackdislocationdensities, the proper choice of empirical hardening lawand
carefully calibrated parameters enable an accurate representation of the
macroscopic stress-strain response, as highlighted by27–29. One of the key
strengths of the phenomenological approach lies in its computational effi-
ciency. By avoiding the complexities of explicitly evolving dislocation
densities, the model can be implemented in a computationally efficient
manner, making it suitable for large-scale simulations and industrial
applications30. Additionally, the model’s flexibility allows for the incor-
poration of various hardening laws and latent hardening effects, enabling it
to capture a wide range of material behaviors.

The phase-field method has emerged as a powerful computational
tool for studying various microstructural phenomena in materials sci-
ence, including martensite transformation31–33. This method offers a

mesoscale approach that enables the examination of intricate phenom-
ena occurring at the interface between the atomic and macroscopic
scales34, making it an effective way to model complex microstructural
evolution35–40. The use of diffuse interfaces in the phase-field method
greatly simplifies the numerical implementation by avoiding explicit
tracking of interfaces41,42.

Recent phase-field studies of martensite formation have addressed
various aspects of the transformation, such asmartensite nucleation, growth,
and variant selection43–50. These studies have provided valuable insights into
the complexmicrostructural changes and interactions during themartensite
formation process. In47, a phase-field model was presented to simulate
martensitic transformation in steel, incorporating all 24 variants based on
the Kurdjumov-Sachs orientation relationship (OR) and accounting for
elastic strain effects during transformation, while using the Neuber elasto-
plastic approximation to account for plastic deformation. Another phase-
field model was developed to simulate martensitic transformation in steel,
incorporating all 24 variants based on the Kurdjumov-Sachs OR and
accounting for both elastic andplastic strain effects during transformation in
small strain framework51. Itwas found that plasticity assists initialmartensite
nucleation but resists further growth in temperature-induced transforma-
tions, while transformation plasticity generates significant deformation even
at stresses below the yield point in stress-induced transformations51. The
interaction between phase transformations and plasticity has been a subject
of intense research in recent years. Significant contributions include the
development ofphasefieldmodels fordisplacive phase transformationswith
plastic deformation52, the study of nanoscale mechanisms in
mechanochemistry53, and the investigation of elastoplastic effects in mar-
tensitic transformations54. Theseworks have advancedour understanding of
the complex interplay between microstructural evolution and mechanical
behavior in materials undergoing phase transformations.

However, challenges remain in developing phase-field models for mar-
tensite transformation, suchas theneed foraccurate constitutive relationships,
the calibration of model parameters55–57, and the high computational cost,
especially for large-scale, three-dimensional simulations of full-complexity
technical alloys47. Recent advancements inmachine learning techniques have
shown promising results in addressing some of these challenges, as high-
lighted in58, although these techniques are not employed in the present study.

Building upon the existing body of literature, our study investigates the
interplay between themartensitic transformation rate and the rate of plastic
relaxation in low alloyed steels. By systematically varying the plastic slip rate
and heat extraction rate in phase-field simulations, we aim to elucidate how
the material’s internal plastic response competes with the rate of the mar-
tensitic transformation. The simulations employ a newly developed finite
strain elasticity solver59 integrated into the phase-field method to accurately
capture the large deformations and local lattice rotations associatedwith the
austenite to martensite transformation. Furthermore, the role of carbon
content in influencing the transformation kinetics is explored. The resulting
martensite microstructures, volume fraction evolution, internal stress
development, and dilatometry curves are analyzed to provide insights into
the complexkinetics ofmartensitic transformation in lowalloyed steels. The
findings of this study contribute to a deeper understanding of the interplay
between the rapid martensitic transformation and the slower plastic
accommodation, which is fundamental to understanding the resultant
microstructure and its mechanical properties.

Results
The results presented in this section are basedon comprehensive phase-field
simulations of martensitic transformation in low-carbon steels. Before
presenting our findings, we provide a brief overview of our simulation setup
and methodology. For a complete and detailed description of the model
formulation, computational methods, and parameters, readers are directed
to the “Methods”.

The simulations describedhereinwere conductedusing theOpenPhase
software library60, which implements amulti-phasefieldmodel coupledwith
crystal plasticity. The 3D computational domain was set to
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12.8 × 12.8 × 12.8 μm3, discretized using 128 × 128 × 128 grid cells with the
grid spacing of Δx = 0.1 μm. This grid size effectively balances the detailed
representation of microstructural features with computational efficiency, as
validated in47 and further confirmed in the present study. The phase-field
evolution is simulated in the reference configurationwith periodic boundary
conditions. The micro-mechanical problem is solved using the fast Fourier
transformation method to solve the mechanical equilibrium equation59 and
phenomenological crystal plasticity30 to account for the plastic relaxation.
The starting temperature for the simulations has been set to 673 °C, where
austenite is the only stable phase for all steel grades considered in this study.
All simulationswereperformedona single crystal of austenite, allowingus to
study the behavior of martensitic transformation without the influence of
grain boundaries. The initial orientation of the austenite crystal was set to
[100] along the x-axis, [010] along the y-axis, and [001] along the z-axis.
Periodic boundary conditions were applied in all directions. The term
’variants’ is used throughout the manuscript to refer to the different K-S
martensite variants that form within the single austenite crystal. The
simulations focus on the martensite formation in steels containing 2 wt.%
manganese, 1 wt.% chromium, and carbon contents varying between 0.1,
0.2, and 0.3 wt.%. The choice of steel grades is based on the parameters
availability in prior investigation47. Martensite nucleation was simulated
using a stochastic method. Nucleation sites were randomly distributed
throughout the austenitematrix, with a density of ~1.0 × 1018m−3 limited by
the simulation resolution. At each nucleation site two martensite variants
were randomly selected fromthe24possibleKurdjumov-Sachsvariants.The
critical nucleus size was set to 50nm in diameter, based on the assumption of
preexisting martensite embryos reported in literature61. Note also, that all
simulations in this study are using exactly the same pseudo-random
sequence of generated nucleation sites andmartensite variant pairs to avoid
simulations inconsistency. Table 1 summarizes the key numerical para-
meters used in our simulations.

Time scale analysis of martensitic transformation
The kinetics of martensitic transformation is controlled by several inter-
related factors: the rate of heat extraction responsible for the rise of ther-
modynamic driving force for the transformation; the rate of deformation
propagation responsible for the lattice symmetry change between the aus-
tenite and martensite leading to the rise of the elastic energy which hinders
the martensitic transformation; the rate of plastic accommodation of the
transformation-induced deformation which reduces the elastic energy rise
and facilitates further growth of themartensite. The kinetic coefficientsMαβ

in Eq. (5) represent the numerical interface mobility which directly influ-
ences the transformation rate in the simulations. In our simulations,wehave
carefully adjusted the interface mobility along with other numerical simu-
lation parameters, such as time step and plastic slip rate, to maintain
simulations consistency across different cooling rates.

The simulation set described below was designed to investigate the
interdependence between the rate of heat extraction, the rate of plastic
deformation and the rate ofmartensitic transformation in low-carbon steel.
Before the simulations could be performed a careful analysis of the time
scales involved in the martensite formation has to be made based on the
physics of the martensitic transformation.

It is well known that locally (at the atomic time and space scale) mar-
tensite formationoccurs at velocities comparable to the speedof sound in steel.
Considering the speed of sound in steel is ~5000m/s62 and the typical
interatomic spacing is around 1.5Å, we can estimate the local transformation
rate to be of the order of 1013 s−1 based on the time it takes for the transfor-
mation to propagate by a single interatomic distance. This represents the rate
at which the transformation front propagates through the crystal lattice,
causing the characteristic lattice deformation. However, globally (on the
mesoscopic scale ofmicrostructure) the volume fraction ofmartensite follows
the rate of heat extractionwhich is a significantly slower process, e.g., with the
rate around 1 s−1 for the effective cooling rate of 100 K/s. The plastic
accommodation of the transformation-induced deformation occurs on the
time scale close to themartensite formation rate on the atomic scale, e.g., close
to the speedof sound insteelwith the shear rate in the rangeof1012 s−1 induced
by the 20% characteristic transformation-induced deformation ofmartensite.
On the other hand, the averaged transformation-induced shear rate on the
mesoscopic scale, which follows the heat extraction rate, is of the order
10−1 s−1. Considering the difference in time scales involved in the martensitic
transformation which is around 13 orders of magnitude, it is technically
impossible to simulate themartensitic transformationon themesoscopic scale
following the speed of sound kinetics and at the same time covering the time
range needed for the entire cooling process from the high temperature aus-
tenite state down to the completemartensitic state. Thus, in order to perform
the microstructure formation simulations on the mesoscopic scale using the
phase-field method we followed the martensite formation kinetics on the
mesoscopic scale of microstructure and scaled the rate of plastic relaxation
according to the transformation kinetics controlled by theheat extraction rate.

Effect of plastic slip rate on martensitic transformation
In the following, in order to observe the effect of plastic accommodation rate
on the nucleation and growth kinetics ofmartensite, a set of simulations has
been performed by varying the plastic slip rate across several orders of
magnitude, from 1 × 10−2 s−1 to 1 × 10−6 s−1. Here, a rate sensitive phe-
nomenological crystal plasticitymodel formulation presented in “Methods”
has been used. The effective cooling rate in these simulations has been set to
100 K/s and the steel grade with carbon content of 0.1 wt.% has been used.
The simulationswere performed down to room temperature and continued
until the microstructure stopped evolving.

Figure 1 shows the volume fraction evolution for different plastic slip
rates. At higher plastic slip rates (1 × 10−2 and 1 × 10−3 s−1), the martensitic
transformation occurred almost instantly, indicating a rapid transformation
characteristic of the displacive transformation. This can be attributed to the
rapid stress accommodation through rapid plastic relaxation, which facilitates
moreuniformmartensite nucleation across the computational domain.This is
clearly seen in the corresponding microstructures (see Fig. 2), where the slip
rates of 1 × 10−2 and 1 × 10−3 s−1 result in finemartensite microstructure with
less defined laths and a relatively uniform morphology. This is due to sig-
nificantly reducedmechanical energyanisotropyeffect resulting fromtherapid
plastic relaxation. Transitioning to a lower plastic slip rate of 5 × 10−4 s−1, the
simulations show a pronounced shift in the material’s behavior. While still
relatively rapid, the transformation displays characteristics that align with the
higher mechanical energy anisotropy effect stemming from the slower plastic
accommodation. The resulting microstructure indicats the emergence of the
more elongated lath structures (see Fig. 2). The threshold between the plastic
slip rates between 1 × 10−3 s−1 and 1 × 10−4 s−1 marks a regime where the
capacity for plastic deformation begins to lag behind the martensitic trans-
formation rate which enhances the mechanical energy anisotropy effect
responsible for the formationofa characteristic lathmartensitemicrostructure.
Lower slip rates (from 1× 10−4 down to 1 × 10−6 s−1) result in delayed trans-
formation initiation, which indicates that slower plastic deformation rates
inhibit the transformation process due to insufficient stress relaxation, which
hinders the nucleation and growth of martensite. This results in increasingly
elongated typical lath-like martensite microstructures (see Fig. 2).

To further illustrate the lath-like martensite structure observed in
our simulations, particularly for lower plastic slip rates, we present a

Table 1 | Numerical parameters for the simulations

Parameter Symbol

Domain size (x direction) Lx = 128 μm

Domain size (y direction) Ly = 128 μm

Domain size (z direction) Lz = 128 μm

Grid spacing Δx = 0.1 μm

Diffuse interface width η = 4.5 Δx

Interface mobility μ = 1 × 10−13 m4/(J ⋅ s)

Interface energy σ0 = 0.24 J ⋅m−2
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detailed view of the martensite microstructure in Fig. 3. The figure
clearly demonstrates the hierarchical structure similar to the lath mar-
tensite. The figure reveals elongated regions representing different
blocks of martensite, each composed of a number of sub-blocks with
slightly varying orientations corresponding to different K-S variants
stemming from the same Bain variant. Such structure is a key feature of
lath martensite, as observed in experimental studies of low-carbon
steels63,64. The presence of this intricate substructure confirms that our
simulations, especially at lower plastic slip rates, resemble the formation
of lath-like martensite.

The stress evolution correlated with these transformations revealed
an inverse relationship between the plastic slip rate and the residual
stresses as illustrated in Fig. 4 where higher plastic slip rates lead to lower
residual stresses, and vice versa. The highest slip rate, 1 × 10−2 s−1,
coincided with the earliest onset of martensitic transformation and the
lowest residual stress at 1.8 GPa, indicating efficient plastic accom-
modation of the transformation-induced deformation. In contrast, the
lowest slip rate of 1 × 10−6 s−1 exhibited the highest residual stress of
~5.2 GPa due to the inability to promptly relax the transformation-
induced deformations, which is an important observation in our
simulations.

Effect of heat extraction rate on transformation kinetics
In order to investigate the effects of heat extraction rate on the kinetics of
martensitic transformation a set of simulations at different heat extrac-
tion rates were conducted for a steel grade containing 0.1 wt.% carbon.
The chosen heat extraction rates correspond to 100 K/s, 200 K/s, and

Fig. 1 | Effect of plastic slip rate on martensitic transformation kinetics. Average
martensite volume fraction evolution during cooling for different plastic slip rates
ranging from 1×10⁻² to 1×10⁻⁶ s⁻¹. Higher slip rates (shown in red and green) lead to
more rapid transformation. Room temperature (RT) is indicated on the
temperature axis.

Fig. 2 | Microstructure evolution of martensite at varying plastic slip rates ̇γ0,
demonstrating the transition from the fine martensite microstructure at higher
slip rates to elongated lath microstructures as the slip rate decreases. The shades

of one color represent K− S variants with the same Bain deformation: shades of red
correspond to the variant B1, shades of green to the variant B2 and shades of blue to
the variant B3 in Equation (22).
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400 K/s effective cooling rate at the onset of the transformation.
Increasing the effective cooling rate by factors 2 and 4 required
decreasing the simulation time step by the same factors while adjusting
the plastic slip rates respectively to 5 × 10−4, 2 × 10−3 and 8 × 10−3 s−1 to
compensate for the change in effective deformation increment in each
simulation time step. The plastic slip rates used in this study (5 × 10−4,
2 × 10−3, 8 × 10−3 s−1) were selected to maintain a consistent ratio
between the effective plastic relaxation rate and the effective cooling rate.
Due to the increased transformation rate for higher cooling rates, the
time step of the simulations had to be reduced by a factor of 2 tomaintain
simulation stability. At the same time, our plasticity model is time
increment sensitive, requiring a factor 2 slip rate increase to compensate
for the reduced time step. This resulted in a factor 4 instead of 2 increase
in the plastic slip rate. Such a slip rate adjustment ensures that the relative
rates of transformation and plastic accommodation are comparable

across different cooling conditions, allowing for a systematic investiga-
tion of their interplay.

Tomaintain consistency across different cooling rates,we also adjusted
the interface mobility (kinetic coefficientsMαβ in Eq. (5)) in addition to the
plastic slip rates and simulation time steps. Table 2 summarizes these
adjustments.

These adjustments ensure that the relative rates of transformation
and plastic accommodation are comparable across different cooling
conditions, allowing for a systematic investigation of their interplay.
The increase in mobility for higher cooling rates compensates for the
reduced time steps, maintaining the overall transformation kinetics
relative to the cooling rate.

The volume fraction plots in Fig. 5 show that amore rapid quench leads
to a higher volume fraction of martensite at any given temperature. This is
related to the behavior of the transformation-induced stress which is shown
inFig. 6 fordifferent cooling rates.The resultsdemonstrate that as the cooling
rate increases, the martensite transformation starts to occur earlier and
proceeds more rapidly, initially leading to higher internal stresses. However,
the transformation-induced stresses are significantly influenced by the
adjusted slip rates. Thus, the final saturated stress levels were notably higher
for lower cooling rates and correspondingly lower slip rates. This counter-
intuitive result indicates that at slower cooling rates, despite the reduced rate
of martensite formation, the slower plastic relaxation fails to relieve the
transformation-induced stresses efficiently. Such behavior is attributed to the
limitations of the modeling approach used in this study where rate depen-
dence of the phenomenological crystal plasticity model interferes with the
martensite growth kinetics at the time scale of the cooling process.

Effect of carbon content on phase transformation
The effect of carbon content on the martensite formation kinetics has been
investigated by performing the simulations for steel grades with three dif-
ferent carbonconcentrations for various carbonconcentrations: 0.1, 0.2, and
0.3 wt.%. The simulations have been performedat a constant plastic slip rate
of 5 × 10−4 s−1 and an effective cooling rate of 100K/s. Such simulation setup

Fig. 3 | Detailed view of simulated martensite microstructure revealing lath-like
martensite characteristics. a Full simulation domain showing overall martensite
structure. b 2D side viewwith transparent interfaces. cZoom-in view outlined by the

black box, demonstrating blocks' composition of different sub-blocks, represented
by a distinct martensite variant color where shades of the same color represent K-S
variants stemming from the same Bain variant.

Fig. 4 | Influence of plastic slip rate on transformation-induced residual stresses.
Evolution of average vonMises stress over time duringmartensitic transformation at
different plastic slip rates (1×10⁻² to 1×10⁻⁶ s⁻¹). Lower slip rates result in higher
residual stresses, with peak values ranging from 1.8 GPa to 5.2 GPa.

Table 2 | Simulation parameters for different cooling rates

Effective Cooling Rate [K/s] Time Step [s] Interface Mobility [m4/(J ⋅ s)]

−100 0.00024 2.5 × 10−14

−200 0.00012 5.0 × 10−14

−400 0.00006 1.0 × 10−13
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allows us to study the interplay between the thermodynamic driving force
controlled by the carbon content, the mechanical accommodation of
transformation-induced deformations which differs for different carbon
content, and plasticity model hardening due to lower transformation tem-
perature for higher carbon content steel grades. The volume fraction evo-
lution shown in Fig. 7 demonstrates a clear sensitivity of themartensite start
temperature,Ms, to the carbon content, where higher carbon concentration
leads to lower martensite start temperature. The stress profiles shown in
Fig. 8 demonstrate similar stress levels during the transformation for

different carbon contents. The average plastic strain evolution for different
carbon content (see Fig. 9) shows slight increase with increased carbon
content due to increased transformation-induced deformation (see Table 4
for the reference).

In studying the martensitic transformations in steel the experimental
dilatometry curves are crucial in understanding the kinetics of martensite
formation. They help to investigate the martensite start and finish tem-
peratures and the martensite volume fraction evolution over temperature
using relatively simple measurement technique. The method is based on
measuring the sample length change due to the thermal contraction and the

Fig. 5 | Effect of cooling rate on martensitic transformation kinetics.
Temperature-dependent evolution ofmartensite volume fraction during continuous
cooling at rates from −100 K/s to −400 K/s. Higher cooling rates promote earlier
transformation onset and faster transformation kinetics. Room temperature (RT) is
indicated on the temperature axis.

Fig. 6 | Cooling rate influences transformation-induced internal stresses. The
temperature evolution of von Mises stress during martensitic transformation at
cooling rates from 100 K/s to 400 K/s shows that counterintuitively, slower cooling
rates result in higher peak stresses due to reduced plastic relaxation efficiency.

Fig. 7 | Carbon content influences martensitic transformation kinetics.
Temperature-dependent evolution of martensite volume fraction for steels con-
taining 0.1–0.3 wt.% carbon. Higher carbon content results in lower martensite start
temperatures, from room temperature (RT) to 700 °C.

Fig. 8 | Stress evolution during martensitic transformation at varying carbon
contents.Time-dependent vonMises stress development during transformation for
0.1–0.3 wt.% carbon steels, showing similar peak stress levels (~3.8 GPa) but dif-
ferent evolution patterns.
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volumetric expansiondue to the austenite-to-martensite transformation.To
accurately model dilatometry curves, we employed an approach that
accounts for the temperature-dependent thermal expansion of both auste-
nite and martensite phases, as well as the transformation-induced defor-
mation (for details see “DilatometryCurveModeling”). Fig. 10 shows that at
the martensite start temperatures deduced from the volume fraction evo-
lution, the dilatometry curves exhibit a notable increase in length change.
The simulated martensite start temperatures (Msim

s ) of 497 °C, 465 °C, and
446 °C for 0.1, 0.2, and 0.3 wt.% carbon, respectively, align closely with
experimental values (see Table 3). Furthermore, it has been noted that
increasing carbon content leads to a significant increase in length change
upon further cooling, which is attributed to the higher transformation-
induced lattice parameter change for higher carbon content, as reflected in
the Bain strain components used in the calculation (see Table 4). This trend
in length change with respect to carbon content is consistent with experi-
mental observations and theoretical predictions for martensitic transfor-
mations in low-carbon steels.

The simulatedmartensite start temperatures (Msim
s ) of 497 °C, 465 °C,

and 446 °C for 0.1, 0.2, and 0.3 wt.% carbon, respectively, show general
agreementwith experimental values, particularly for lower carbon contents.
While some deviations are observed, especially at higher carbon con-
centrations, the overall trend and resulting microstructural features align
well with the experimental and theoretical findings reported in47. It is
important to note that the simulatedMs temperatures are influenced by the
interplay between the transformation rate and the rate of plastic relaxation
in our model. Consequently, they should be interpreted as representing a
range of temperatures where martensite formation becomes favorable,
rather than precise values.

The simulatedmicrostructures for different carbon content are shown
in Fig. 11. All three microstructures show a regular combination of 24
Kurdjumov-Sachs variants in a lath-like arrangement similar to the
microstructures reported in literature65–67 and can be used as realistic
representative volume elements for further mechanical testing.

Discussion
The present study provides new insights into the complex interplay between
martensitic transformation and plastic relaxation rates in low-carbon steels.
Advanced phase-field simulations coupled with a full-featured finite strain
crystal plasticity model enabled systematic investigation of the interplay

between plastic deformation rate, heat extraction rate, and carbon content
on transformation kinetics, microstructure formation and internal stresses
evolution. The underlying mechanism, as hypothesized, is the competition
between the rapid martensitic transformation driven by thermal under-
cooling and the inherently slower process of plastic relaxation. Martensite,
forming almost instantaneously and straining the surrounding matrix by
20%, rapidly reaches a mechanical energy barrier where the high local
stresses counterbalance the chemical driving force, arresting further trans-
formation. Only upon additional cooling does the material overcome this
mechanical barrier, as the accrued chemical energy surpasses the mechan-
ical resistance, allowing transformation to proceed.

The transformation-induced deformation and the resulting plastic
relaxation occur locally at time scales significantly faster than the cooling
process and thus pose significant limitations on the phase-field modeling.
Our simulations bridge this gap by adjusting the plastic slip rate and aligning
the rate of plastic relaxation with the rate of heat extraction which drives the
overall transformation kinetics at themesoscale. This approach enables us to
simulate a transformation process thatmaintains a proportional relationship

Fig. 9 | Plastic strain development during martensitic transformation. Time
evolution of average plastic strain for different carbon contents (0.1–0.3 wt.%),
showing increased final strain values with higher carbon content.

Fig. 10 | Dilatometric response of steels with different carbon contents.
Temperature-dependent length change during transformation, showing increased
dimensional changes with higher carbon content and distinct transformation start
temperatures (Mssim) of 497 °C, 465 °C, and 446 °C for 0.1, 0.2, and 0.3 wt.% carbon,
respectively.

Table 3 | Comparison between previous experimental and
simulated47 and current Ms temperatures

C, wt.% 0.1 0.2 0.3

Mexp
s

47, °C 498 434 400

Msim
s

47, °C 477 402 352

Msim
s current, °C 497 465 446

Table 4 | Bain stretch tensor components for three different
carbon contents

C, wt.% 0.1 0.2 0.3

Ua 1.132 1.136 1.140

Uc 0.797 0.796 0.795
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between the transformation rate and the rate of plastic relaxation while being
away from the true speeds of sound or the true deformation rates of mar-
tensitic transformation. The arrangement and orientation of the observed
microstructures suggest that plastic relaxation, though slower than the
transformation-induce deformation, is an essential factor in determining the
final morphology of martensite. Our results demonstrate that there exist a
significant time scale difference between the rate of transformation-induced
deformation and the resulting plastic relaxation. Mapping this time scale
difference back to the atomistic time and space scales such time scale dif-
ference can be attributed to the kinetics of dislocations generation necessary
to accommodate the growing martensite laths which is significantly slower
than the speed of transformation-induced deformation propagation, i.e., the
speed of sound in steel. Here, in line with the slipped martensite formation
picture68, we assume that considering around 20%characteristic deformation
inherent to the martensitic transformation a single dislocation loop can be
introduced every 5 atomic layers of austenite to fully accommodate such
deformation. Thus, significant dislocation generation in prior austenite grain
at the martensite growth front has to take place during the growth of indi-
vidual martensite laths.

In summary, our simulations reveal several key findings:
• A critical threshold in the plastic relaxation rate exists, belowwhich the

steel’s intrinsic capacity for plastic deformation lags behind the rapid
martensitic transformation. This leads to a transition from the for-
mation of finer uniform microstructure at higher plastic slip rates to
elongated lath-like martensite structures at lower slip rates.

• The stress evolution exhibits an inverse relationshipwith theplastic slip
rate, with slower plastic relaxation resulting in higher residual stresses.

• The heat extraction rate plays a crucial role in the transformation
kinetics, with faster heat extraction rates leading to higher martensite
start temperatures and more rapid transformation kinetics. However,
the ability to accommodate the transformation-induced stresses
depends on the delicate balance between the heat extraction rate and
the rate of plastic relaxation.

• Carbon content emerges as a key factor in the phase transformation
behavior, with higher carbon levels stabilizing the austenite phase and
delaying the martensite start temperature. The simulated dilatometry
curves and microstructures accurately capture the influence of carbon
content, aligning closely with experimental observations.

In conclusion, ourfindings contribute to a deeper understanding of the
complex kinetics of martensitic transformation in low-carbon steels. The
study suggests that the interplay between the rapid transformation at sonic
speeds and the slower plastic accommodation is fundamental to under-
standing the martensite microstructure formation process. The apparent

competition between the rapid transformation and the requirement for
plastic deformation challenges traditional notions and opens new avenues
for further investigation into the kinetics of phase transformations in steel.
The advanced modeling approach and comprehensive analysis of the
interplay between the transformation and plastic relaxation rates provide
valuable insights for material scientists and engineers developing high-
performance steels.

Methods
Phase-field method
In this study the multi-phase-field (MPF) framework35,69,70 coupled to the
phenomenological crystal plasticity model71 is utilized to investigate the
martensitic microstructure formation in low-carbon steel. The MPFmodel
can treat a virtually unlimited number of grains using a set of phase-field
variables,ϕα(x, t), as functions of spatial coordinates and time,whereα is the
running index of the grain allowing to assign different properties and
orientation to each grain. The phase-field parameters values are ranging
between 0 and 1, where the value of 0 indicates being outside of the grain,
and 1 indicates being inside of the bulk of the grainwith a smooth transition
between 0 and 1 indicating the diffuse interface between the grains. The sum
over all phase-field variables in every point in space is constrained:XN

α¼1

ϕα ¼ 1: ð1Þ

The time evolution equation of the phase-field parameter is con-
structed as a sum over all dual interactions between the grains70:

_ϕα ¼ � π2

8η

XN
β¼1

Mϕ
αβ

N
δF
δϕα

� δF
δϕβ

 !
; ð2Þ

whereMϕ
αβ is the grain boundary mobility, defined separately for each pair

of grains,N is thenumber of non-zerophasefields present in a givenpoint, η
is the interface width, and F is the total free energy of the system. δ

δϕα
denotes

functional derivative operator with respect to the phase-field variable ϕα.
The total free energy functional, F, in theMPFmodel is described as an

integral of different free energy density contributions within the material
volumeΩ (for a detailed explanation see72). Formartensitic transformation,
we restrict our consideration to the interface free energy density, f intf, the
mechanical free energy density, f mech, and the chemical free energy density,
fchem:

F ¼
Z

Ω
ð f intf þ fmech þ f chemÞ: ð3Þ

Fig. 11 | Martensite microstructures for different carbon concentrations. a 0.1 wt.%, b 0.2 wt.%, and c 0.3 wt.%. All simulations were performed at a constant plastic slip
rate of 5 × 10−4 s−1 and an effective cooling rate of 100 K/s. Colors represent the 24 Kurdjumov-Sachs orientation variants.
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The interface free energy density using the double obstacle interface
potential is expressed as follows:

f intf ¼
X
α≠β

4σαβ
η

η2

π2
∣∇ϕα � ∇ϕβ∣þ ∣ϕαϕβ∣

� �
: ð4Þ

where σαβ is the interface energy between the two grains (or phases)α and β.
The resulting phase-field evolution equation has the form

_ϕα ¼ �
X

β¼1;...;N

Mαβ

N

X
γ¼1;...;N

σαγ � σβγ

h i
Iγ þ

π2

8η
Δgαβ

( )
ð5Þ

where Iγ ¼ ∇2ϕγ þ π2

η2 ϕγ is the generalized curvature, Δgαβ is the driving
force depending on the bulk energy difference (chemical and mechanical)
between the two grains (or phases) α and β.

The chemical free energy density is modeled as an algebraicmixture of
the bulk free energy densities of the individual phases as function of tem-
perature and their phase composition,~cα, weighted by the corresponding
phase fields:

f chem ¼
XN
α¼1

ϕα f αðT;~cαÞ: ð6Þ

Additional factors require careful consideration in addressing the
mechanical free energy density. It is well established that the effective
mechanical characteristics of a composite material, consisting of multiple
phases, are influenced by both the phase distribution and the load direction.
The theoretical framework for formulating an effective description of these
material properties is termed ”homogenization”. The Voigt-Taylor and
Reuss-Sachsmodels within this framework represent two distinct extremes.
The application of these concepts to phase-field models, particularly in
relation to interfaces conceptualized as composites of two phases (or mul-
tiple phases in multi-junctions), was initially examined in73. Present
understanding endorses the rank-1 convexificationmodel74, which serves as
an intermediary between these extremes by simultaneously ensuring the
force balance and kinematic compatibility at the interface. This is further
substantiated by references such as75–77. However, owing to the computa-
tional complexity inherent in this approach, in particular the lack of closed
form solution for junctions between more than two grains or variants, the
current work is limited to the Khachaturyan’s elasticity model and we leave
closer consideration of rank-1 convexification for future work.

The mechanical free energy density is defined using the St. Venant-
Kirchhoff hyperelastic model and has the form

fmech ¼ 1
2
Eel : Ĉ : Eel; ð7Þ

where Eel is the Green-Lagrange elastic strain tensor and Ĉ is the effective
elasticity tensor, both subject to proper homogenization or elasticity model
consideration. In the current study Khachaturyan’s elasticity model78 is
considered due its numerical efficiency resulting in the following definition
of the elasticity tensor

Ĉ ¼
X
α

ϕαĈα; ð8Þ

where Ĉα are the elasticity moduli of the individual grains or phases.
The general form of the mechanical equilibrium condition in the

absence of external forces has the form

∇P ¼ 0; ð9Þ

where P = F S is the first Piola-Kirchhoff stress tensor and S is the second
Piola-Kirchhoff stress tensor defined in the reference configuration.

The elastic deformation gradient tensor is defined using the multi-
plicative decomposition of the deformation gradient tensor

F ¼ FelFplFtr; ð10Þ

where Fel is the elastic deformation gradient tensor, Fpl is the plastic
deformation gradient tensor and Ftr is the transformation-induced
deformation gradient tensor.

The transformation-induced deformation gradient tensor is given by

Ftr ¼
X
α

ϕαF
α
tr; ð11Þ

whereFαtr are the transformation-induceddeformationsof individual phases
or grains α. For convenience, the transformation-induced deformations are
defined taking thematrix phase as the reference. The definition of the plastic
deformation gradient tensor, Fpl, is given in 3.2.

The elastic Green-Lagrange finite strain tensor reads

Eel ¼
1
2

FTelFel � I
� �

; ð12Þ

where

Fel ¼ FðFplFtrÞ�1; ð13Þ

is the elastic deformation gradient tensor.
The elastic second Piola-Kirchhoff stress tensor in the intermediate

configuration, obtained after the transformation induced and/or plastic
deformation, has the form

Sel ¼
∂f el

∂Eel
¼ C : Eel: ð14Þ

Then, the second Piola-Kirchhoff stress tensor in the reference con-
figuration suitable for themechanical equilibrium calculation in Eq. (9) can
be obtained via the pull back operation

S ¼ J trðFplFtrÞ�1SelðFplFtrÞ�T ; ð15Þ

where J tr is the Jacobian of the transformation-induced deformation
gradient tensor Ftr.

Substituting Eq. (15) into Eq. (9) the updated mechanical equilibrium
equation reads

∇ � JsfFðFplFtrÞ�1SelðFplFtrÞ�T
� �

¼ 0; ð16Þ

The three Bain stretch tensors79 which are related to three orthogonal
tetragonally distorted crystal structures are given by

U1 ¼
Uc 0 0

0 Ua 0

0 0 Ua

2
64

3
75 U2 ¼

Ua 0 0

0 Uc 0

0 0 Ua

2
64

3
75 U3 ¼

Ua 0 0

0 Ua 0

0 0 Uc

2
64

3
75

Following79, the components of the Bain stretch tensors above for the
FCC (austenite) to BCC/BCT (martensite) transformation read

Ua ¼
ffiffiffi
2

p
aM

aA
; Uc ¼

cM
aA

; ð17Þ

where aA is the lattice parameter of the FCC austenite, aM and cM are the
lattice parameters of the BCC/BCT martensite. In order to determine the
components of the Bain stretch tensor, the lattice constants of austenite and
martensite are used at the temperature corresponding toMs temperature for
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three different carbon concentrations. This calculation is done in accor-
dance with ref. 80. In this study we consider three different carbon com-
positions, and the computed Bain stretches for each of them are presented
in 4.

The composition dependent stiffness parameters of the austenite and
martensite phases in this study are taken fromref. 47. The stiffness tensors of
all 24K-Smartensite variants areobtainedbyapplying the rotationmatrices,
Oi (i = 1, 2,… , 24), corresponding to the K-SORbetween the austenite and
martensite, to a single tetragonal Bain variantU3. In general, theOR is given
through the matrix:

Oi ¼ R½�45°; ei�RT
i ; ð18Þ

where the R[−45°, ei] =R[90°, ei]R[−45°, ei] with R½90°; ei� 2 P24, i.e.,
selecting the opposite sign for the 45° rotation about ei simply leads to a
crystallographically equivalent normal and direction. The tranformation-
induced rotationmatricesRi inEq. (18) are derived fromthe combinationof
rotations around specific crystallographic axes defined by:

Ri ¼ R½θðrÞ; ½111��R½ϕðrÞ; ½�110��; ð19Þ

where θ(r) and ϕ(r) are the rotation angles given by:

θðrÞ ¼ arccos

ffiffiffi
3

p ffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ 1

p þ 1

2
ffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ 2

p
	 


; ð20Þ

ϕðrÞ ¼ arccos
rffiffiffiffiffiffiffiffiffiffiffiffi

r2 þ 1
p
	 


; ð21Þ

where r ¼ c=a ¼ ffiffiffi
2

p
Uc=Ua is the ratio of tetragonality of the BCT cell.

The transformation-induced deformation gradient tensor for the i-th
K-S variant is given by81:

Ftr;i ¼ RiUj; ð22Þ

where Uj, (j = 1, 2, 3) is one of the Bain stretch tensors.
For the specific case of the KS1 variant (assuming r = 1 for BCC), we

have θ(1) ≈ 5.2644° and ϕ(1) ≈ 9.7356°. Thus, the ORmatrixOKS1 between
the austenite and the first K-S variant of martensite is given by

OKS1 ¼ R½45°; ½001��R½�9:7356°; ½�110��R½�5:2644°; ½111�� ð23Þ

and the resulting transformation-induced deformation gradient tensor
reads

Ftr;KS1 ¼ R½5:2644°; ½111��R½9:7356°; ½110��U3 ð24Þ

Given a transformation-induced deformation gradient Ftr,KS1 we are
able to generate further variants through the application ofP24 point group.
Thus, the remaining 23 K-S variants are given by

Ftr;KSj ¼ R θðrÞ;Pj½111�
h i

R ϕðrÞ;Pj½110�
h i

PjU3P
T
j ;

ð25Þ

or, in short form,

Ftr;KSj ¼ PjFtr;KS1P
T
j ; ð26Þ

where Pj, are the elements of the P24 point group.
The stiffness tensors of all martensite variants can be obtained fol-

lowing the same procedure starting from the stiffness tensor of KS1 variant
of martensite.

Crystal plasticity model
In this study the plastic deformation accompanying the martensitic trans-
formation ismodeledusing the phenomenological crystal plasticitymodel30.
Within this model the evolution of the plastic deformation gradient _Fpl is
given by

_Fpl ¼ Lpl Fpl; ð27Þ

where Lpl is the plastic velocity gradient tensor given by

Lpl ¼
XN
α¼0

X12
t¼1

_γtαM
t
αϕα; ð28Þ

where _γtα is the shear rate on each slip system t andMt
α is the non-symmetric

Schmid tensor corresponding to each grain or phase α. The Schmid tensor is
calculated as follows

Mt
α ¼ mt

α � nt
α; ð29Þ

wheremt
α represents the slip direction vector andn

t
α is the normal to the slip

plane of individual slip systems t considering the symmetry and the
orientation of the grain. The shear rate on the slip system t is formulated as a
function of the resolved shear stress τt, obtained from the elastic second
Piola-Kirchhoff stress in the intermediate configuration, Sel, and the critical
resolved shear stress (CRSS) τtc;α in each grain or phase α:

_γtα ¼ _γ0;α
τt

τtc;α

" #n
sgnðτtÞ; ð30Þ

where _γ0;α determines the reference shear rate and n is the rate sensitivity
parameter.

The evolution of CRSS is a key parameter in the plastic deformation
behavior of a material and is governed by the hardening law:

_τtc;α ¼
X12
u¼1

qt;uα h0 1� τuc;α
τs;α

 !m" #
j _γuαj; ð31Þ

where τs,α is the saturation stress, representing the maximum attainable
critical resolved shear stress for a given material, h0 is the hardening mod-
ulus, indicating the initial hardening rate, qt;uα is the latent hardening ratio
between slip systems t and u. When t = u, it represents the self-hardening,
while for t ≠ u, it represents cross-hardening (interaction between slip
systems). m is the hardening exponent parameter, controlling the rate at
which hardening occurs.

In order to use the phenomenological crystal plasticity model, the
initial step requires gathering plasticity data for both austenite and mar-
tensite within the temperature range of the transformation. However, this
endeavor is quite demanding due to the thermodynamic instability of
austenite (FCC-Iron) at low temperatures, which makes it challenging to
conduct corresponding tests at the martensite formation temperatures.
Additionally, there are no current plasticitymodels for themartensite’s BCT
structure.Adopting theBCCmodel facilitates the examinationofmartensite
formation without hindering the analysis. Table 5 gives the list of FCC and
BCC slips systems used in this study. Table 6 summarizes the crystal plas-
ticity parameters that were used for both austenite and martensite in
this work.

Transformation driving force
The martensitic transformation in low carbon steel is characterized by its
lack of thermal activation. The chemical part of the thermodynamic driving
force of the transformation can be described through the difference inGibbs
free energy between the parent phase (austenite) and the product phase
(martensite), a valuewhich, considering suppressed carbondiffusion, is only
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dependent on temperature82:

ΔgðTÞ ¼ GMðTÞ � GAðTÞ ¼
T � T0

T0
Q; ð32Þ

whereΔg(T) denotes the thermodynamic driving force at temperatureT,T0
represents the equilibrium temperature at which the Gibbs free energies of
austenite and martensite are equal, and Q is the latent heat associated with
the austenite-to-martensite phase transformation. The equilibrium tem-
peratureT0 is obtained viaThermo-Calc simulations,while the latent heatQ
is calculated based on a subsequently introduced empirical formula.

At the onset of martensite formation, identified as the martensite start
temperature (Ms), the Gibbs free energy difference reaches a critical value
necessary for the transformation. The nominal alloy composition depen-
dence of the critical thermodynamic driving force has been proposed by
Cool and Bhadeshia83. The expression for the critical driving force, tailored
to the steel grades considered in this study, reads

Δgcrit ¼ 683þ 4009x0:5C þ 1980x0:5Mn þ 1868x0:5Cr ; ð33Þ

Integrating both equations with the experimental Mexp
s values, we

determined the equivalent latent heat value Q for the low-carbon steel
samples analyzed in this study. Table 7 presents a summary of these ther-
modynamic parameters.

To conduct a realistic simulation involving the heat extraction process
during quenching, we used Newton’s law of cooling and incorporated the
effect of latent heat release as follows

_TðtÞ ¼ �kðTðtÞ � TsÞ þ
Q _f
ρCp

; ð34Þ

whereT(t) is the temperature of the samplewhich is assumed isotropic,Ts is
the temperature of the cooling medium, k ¼ A

V
α
ρcp

½1s� is the simplified heat
extraction coefficient which depends on the surface to volume ratio A

V and
the heat transfer coefficient α between the sample and the cooling medium
normalized by the heat capacity of the material ρcp. The heat extraction
coefficient allows to consider different coolingmedia, e.g., air, oil or water. _f
denotes the rate of phase change, averaged over the sample volume.

Dilatometry curve modeling
To accurately model the dilatometry curves associated with martensitic
transformation, we employed an approach that accounts for the thermal
expansion of both austenite and martensite phases, as well as the transfor-
mation strain. Thismodel allows us to simulate the length changes observed
during experimental dilatometry measurements.

The length change as a functionof temperature andmartensite fraction
is calculated using the following equation:

ΔLðT; f MÞ ¼ L0 αA � ðT � Tref Þ � ð1� f MÞ þ αM � ðT � Tref Þ � f M þ αtr � f M
h i

ð35Þ

where
• ΔL(T, fM) is the length change at temperature T,
• L0 is the initial length (12.8 μm in our simulations),
• Tref is the reference temperature set toMs for different carbon content,
• αA is the thermal expansion coefficient of austenite,
• αM is the thermal expansion coefficient of martensite,

Table 5 | Slip Systems for BCC and FCC Structures

BCC FCC

{110}〈111〉 {112}〈111〉 {111}〈110〉

Normal Direction Normal Direction Normal Direction

n1 n2 n3 d1 d2 d3 n1 n2 n3 d1 d2 d3 n1 n2 n3 d1 d2 d3

1 1 0 1 1 1 1 1 2 1 1 1 1 1 1 0 1 −1

1 1 0 1 1 −1 1 1 2 1 −1 1 1 1 1 −1 0 1

1 0 1 1 1 1 1 2 1 1 1 1 1 1 1 1 −1 0

1 0 1 1 −1 1 1 2 1 −1 1 1 1 1 −1 0 1 1

0 1 1 1 1 1 2 1 1 1 1 1 1 1 −1 1 0 −1

0 1 1 −1 1 1 2 1 1 1 1 −1 1 1 −1 −1 −1 0

1 −1 0 1 1 1 −1 1 2 1 1 1 1 −1 1 0 1 1

1 −1 0 1 −1 1 −1 1 2 1 1 −1 1 −1 1 −1 0 −1

1 0 −1 1 1 1 1 −2 1 1 1 1 1 −1 1 1 1 0

1 0 −1 1 1 −1 1 −2 1 1 1 −1 −1 1 1 0 1 −1

0 1 −1 1 1 1 2 −1 1 1 1 1 −1 1 1 1 0 1

0 1 −1 1 1 −1 2 −1 1 1 −1 1 −1 1 1 −1 1 0

Table 6 | Numerical parameters for the phenomenological
crystal plasticity model

Parameter Symbol Value Unit

Latent Hardening qt,u 1.4 –

Reference slip rate ̇γ0 5e-4 s−1

Strain rate sensitivity n 5 –

Critical resolved shear stress (γ-Fe) τc 150 MPa

Saturated resolved shear stress (γ-Fe) τs 600 MPa

Initial hardening (γ-Fe) h0 1 GPa

Critical resolved shear stress (α0-Fe) τc 600 Mpa

Saturated resolved shear stress (α0-Fe) τs 2 GPa

Initial hardening (α0-Fe) h0 10 GPa

Hardening index m 2 –

Table 7 | Detailed Thermodynamic Parameters

C, wt.% 0.1 0.2 0.3

T0, °C 717.5 678.3 638.9

Mexp
s , °C 498 434 400

ΔGcrit, J/mol 1421.7 1534.3 1620.8

Q, J/m3 9.03 × 108 8.41 × 108 8.71 × 108
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• T is the temperature in Kelvin,
• fM is the martensite volume fraction,
• αtr is the transformation-induced deformation.

The composition-dependent thermal expansion coefficients for aus-
tenite and martensite are given by:

αA ¼ ð25:9� 0:5 � cAÞ× 10�6 K�1; ð36Þ

αM ¼ ð14:9� 1:9 � cMÞ× 10�6 K�1; ð37Þ

where cA and cM denote the mole fraction of carbon in austenite and
martensite, respectively80.

The transformation-induced deformationαtr is calculatedbased on the
Bain stretch tensor components:

αtr ¼ U2
aUc

� �1=3 � 1; ð38Þ

where Ua and Uc are the diagonal Bain stretch tensor components, which
depend on the carbon content of the steel (see Table 4).

This model allows us to simulate the dilatometry curves for different
carbon contents and cooling rates, providing additional information on the
martensitic transformation kinetics. The simulated dilatometry curves can
be directly compared with experimental dilatometry data, offering an
additional tool for validating the phase-field simulations.

Calibration of the plasticity model of austenite
In this study, we conducted a series of deformation simulations using the
crystal plasticitymodel of austenite to calibrate the temperature-dependent
phenomenological crystal plasticity model parameters taking the results
from ref. 84 as the reference. The deformation simulations focus on
determining austenite’s yield strength in isolation, with flow stress
responses plotted for various temperatures, capturing deformation up to
10% (see Fig. 12). The resulting plot shows a clear temperature dependence
of the flow stress of austenite. The trend is consistent with the known
behavior, where higher temperatures lead to lower yield strength of aus-
tenite. A noteworthy aspect of the deformation test results is the model’s
ability to capture austenite’smechanical behavior at different temperatures
where the simulation data closely aligns with the experimentallymeasured
results. The values obtained in these test simulations were used in the
modeling of the martensitic transformation for steel grades with different
carbon content which show different martensite start temperature and
thus different austenite yield strength at the onset of the transformation.

Improved finite strain elasticity model
In the current study, we utilized a newly developed finite strain elasticity
solver59 integrated into the phase-field method, which allows us to address
the complex mechanical behavior associated with large transformation-
induced deformations during martensitic transformation. One of the
important aspect of the micro-mechanical modeling of the martensite
formation in steel is rigorous consideration of the transformation-induced
local lattice rotations responsible for the formation of 24 K-S variants
instead of only 3 Bain variants of martensite. This has been largely over-
looked in literature till present. The use of the newly developed elasticity
solver allows us to fully account for the local lattice rotations induced by the
transformation which is a significant step forward in modeling the masr-
tensitic transformations in steel.

Figure 13a shows one of the simulated martensite microstructures
displaying all 24K-S variantswithin a single grain. The local lattice rotations
derived fromthedeformation gradients are shown inFig. 13c.Thedisplayed
rotation angles are obtained via the polar decomposition of the local

Fig. 12 | Stress-strain response of a single crystal of austenite during isothermal
uniaxial tension tests at different temperatures. (von Mises is calculated from the
second Piola-Kirchhoff stress tensor).

Fig. 13 | Microstructural characteristics of simulated martensitic transforma-
tion. a Three-dimensional representation of martensite variants showing all 24
Kurdjumov-Sachs orientation relationships within a single prior austenite grain,
colored according to variant number, (b) simulated surface relief pattern showing

characteristic topographical features of martensitic transformation, and (c) local
lattice rotation map showing rotation angles up to 25°, with rotations around (110)
axes of ±10° and (111) axes of ±5°.
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deformation gradient tensor into pure stretch and pure rotation and then
converting the rotation tensor into the axis-angle representations. The
results demonstrate local lattice rotations up to 25° which is in line with the
typical lattice rotations stemming from the martensitic transformation
composed of around ±10° rotation around the (110) axes and ±5° around
the (111) axes. The simulation domain deformation is shown in Fig. 13b
indicating significant surface relief typically observed in light optical
microscopy studies.

Data availability
The simulation data produced in this study can be reproduced using the
official distribution package of OpenPhase library60 which includes all
relevant simulation examples.
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