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Accurate acne severity grading is crucial for effective clinical treatment and timely follow-up 
management. Although some artificial intelligence methods have been developed to automate 
the process of acne severity grading, the diversity of acne image capture sources and the various 
application scenarios can affect their performance. Therefore, it’s necessary to design special methods 
and evaluate them systematically before introducing them into clinical practice. To develop and 
evaluate a deep learning-based algorithm that could accurately accomplish acne lesion detection and 
severity grading simultaneously in different healthcare scenarios. We collected 2,157 facial images 
from two public and three self-built datasets for model development and evaluation. An algorithm 
called AcneDGNet was constructed with a feature extraction module, a lesion detection module 
and a severity grading module. Its performance was evaluated in both online and offline healthcare 
scenarios. Experimental results on the largest and most diverse evaluation datasets revealed that 
the overall performance for acne severity grading achieved accuracies of 89.5% in online scenarios 
and 89.8% in offline scenarios. For follow-up visits in online scenarios, the accuracy for detecting 
the changing trends reached 87.8%, with a total counting error of 1.91 ± 3.28 for all acne lesions. 
Additionally, the prospective evaluation demonstrated that AcneDGNet was not only much more 
accurate for acne grading than junior dermatologists but also comparable to the accuracy of senior 
dermatologists. These findings indicated that AcneDGNet can effectively assist dermatologists and 
patients in the diagnosis and management of acne, both in online and offline healthcare scenarios.
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Acne is a common chronic inflammatory skin disease in the hair follicle sebaceous gland unit1. The prevalence 
of acne is estimated at over 80% among adolescents and about 9.4% for all ages, the eighth most common 
disease worldwide2,3. According to the types and/or the quantity of acne lesions, researchers have proposed 
many guidelines to distinguish the severity of acne and standardize the treatment regimens4,5. Incorrect severity 
grading or untimely treatment may lead to not only physical injuries such as facial scars, but also psychological 
distress such as depression and low self-esteem3. Thus, grading the severity of acne is very important, as it is 
essential for choosing a suitable treatment and monitoring curative effects6.

Generally, acne severity grading is achieved through visual assessment when an acne patient seeks medical 
attention at the hospital. The diagnosis depends on the experience of the dermatologists, resulting in inter- 
and intra-observer variability7. Furthermore, due to insufficient medical resources, it is hard for people living 
in remote regions to get access to high-quality offline healthcare services8. Therefore, an image-based method 
for automated acne analysis has attracted increasing attention, as it can make acne diagnosis and follow-up 
management more objective and convenient in both offline and online healthcare scenarios. In the offline 
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scenario, the acne images are captured by professional equipment such as a digital camera and VISIA skin care 
system9,10, while in the online scenario they can also be taken by a smartphone7,11. The diversity of acne image 
capture sources has led researchers to develop robust image processing methods for acne analysis and evaluate 
their performance in multiple application scenarios.

Currently, many models have been proposed to identify skin diseases12–17, Naeem et al. presented a deep 
learning-based method named DVFNet for the detection of skin cancer from dermoscopy images12. Ayesha 
et al. adpoted a multi-model fusion technique to achieve multi-classification of skin cancer13. Moreover, there 
are several methods specifically designed to identify acne. Most proposed methods are suitable for handling 
a single analysis task or a single capture source for acne images within limited application scenarios9–11,18−23. 
Some traditional image processing algorithms have been employed to detect and count acne lesions18,19, but 
these solutions often lack robustness in practical scenarios, particularly when there is a significant difference 
between the training dataset and the validation dataset. In recent years, deep learning-based methods have 
largely improved the performance of acne image analysis9–11,20−23. Yang et al. accomplished facial acne severity 
grading classification based on Chinese Guidelines and reached an average F1 value of 0.8 on clinical images 
collected by digital cameras9. Lim et al. reported an automated calculation algorithm of the Investigator’s Global 
Assessment (IGA) scale and showed a best classification accuracy of 67% on frontal facial view photographs10. 
Kim et al. developed an automated algorithm to detect acne lesions by type and proved it can improve the 
accuracy of lesion detection and counting20. Ravi et al. explored different techniques to improve the accuracy of 
acne vulgaris classification and found that the highest accuracy obtained on the original dataset was 89% by the 
EfficientNet model21. Trivedi et al. assessed the efficacy of various advanced object detection models, including 
Faster R-CNN, R-FCN, SDD, and YOLO, for the automated categorization of acne lesions in dermatological 
images22. These studies only concentrated on single task like acne severity grading classification or acne lesion 
detection9,10,20, and only included acne images captured by professional equipment. Seite et al. suggested a facial 
acne analysis algorithm including acne severity grading as well as lesion identification, and achieved an accuracy 
of 68% on smartphone images according to the Global Evaluation Acne (GEA) scale7. Huynh et al. introduced an 
intelligent system on smartphone images and achieved a grading accuracy of 85% according to the IGA scale11. 
These studies combined acne lesion detection and acne severity grading together7,11, but the acne image source 
only focused on smartphone images which were suitable for online healthcare scenarios. In addition, almost 
all of the current research is retrospective, with no prospective clinical studies being conducted9–11,18−21. It is 
necessary to develop an intelligent algorithm which can manage multiple acne analysis tasks and multiple image 
capture sources, and then evaluate its performance in different application scenarios.

In this paper, we aimed to develop and evaluate a deep learning-based algorithm for simultaneously 
achieving acne lesion detection and severity grading (AcneDGNet). The algorithm first employed a vision 
transformer23 to generate stronger global feature representations for acne images from different capture sources. 
Then, it detected four types of acne lesions using convolutional neural networks24,25 based on the guidelines of 
the Acne Grading System (AGS)5. Finally, acne severity grading was determined by fusing global and regional 
lesion-aware feature representations. The performance of our algorithm was evaluated in both online and offline 
healthcare scenarios using different datasets. These datasets included cross-sectional and longitudinal acne 
images taken by smartphones for online consultation scenarios, as well as retrospective and prospective cross-
sectional acne images using digital cameras and VISIA skin care system for offline hospital diagnosis scenarios. 
Our contributions are summarized as follows: We developed a deep learning-based model (AcneDGNet) to 
achieve acne lesion detection and severity grading simultaneously; We evaluated the performance and reliability 
of AcneDGNet in both online and offline scenarios; We demonstrated that AcneDGNet was not only much 
more accurate than junior dermatologists but also comparable to the accuracy of senior dermatologists (Fig. 1).

Results
Study sample analysis
We collected two public datasets called ACNE0416 and AcneSCU26,27 and three self-built datasets called AcnePA1 
(Acne data from Ping An Good Doctor), AcnePA2 and AcnePKUIH (Acne data from Peking University 
International Hospital). All images in the ACNE04, AcneSCU, and AcnePA1 were randomly divided for model 
development (training data) and evaluation (testing data), while the images in the AcnePA2 and AcnePKUIH 
were only used for model evaluation (testing data). Table 1 outlines the specific data partitioning process for 
model development and evaluation. Figure 2a further illustrates the distribution of severity grades across all 
datasets.

For model development, a total of 1,597 acne images were used and 35,557 lesion-bounding boxes were 
marked cumulatively. Figure 2b indicates the proportion of images captured by different devices: digital cameras 
accounted for 37%, smartphones accounted for 49%, and VISIA system accounted for the remaining 14%.

For model evaluation, we selected five datasets for two distinct application scenarios. The online scenario 
testing data consisted of 118 images from AcnePA1 and 148 images from AcnePA2, both captured exclusively by 
smartphone. The offline scenario testing data contained 147 images from the ACNE04 taken by digital cameras, 
56 images from AcneSCU collected by the VISIA system, and 91 images from AcnePKUIH captured by cameras. 
Figure 2c visualizes the distribution of capture sources for testing data. We evaluated the grading performance of 
AcneDGNet by using recall and precision for each acne grade and accuracy for the whole.

The performance of AcneDGNet in online scenarios
In online scenarios, we used the testing data selected from AcnePA1 and AcnePA2 to evaluate the acne severity 
grading performance of AcneDGNet. Figure 3a shows some typical examples of the detected results obtained 
by AcneDGNet. The left four subgraphs represent the correctly identified cases corresponding to different acne 
severity grades, while the right subgraph depicts an incorrectly identified case. The primary reason for the 
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inaccurate identification is that the AcneDGNet model misidentified water droplets as pustules. The results of 
detailed evaluation are summarized in Table 2, including recall and precision for each acne grade and the overall 
accuracy for all grades. The overall accuracy was 89.5% for AcnePA1&AcnePA2, while the individual accuracy 
was 85.6% for AcnePA1 and 92.6% for AcnePA2, respectively.

Purpose Dataset Capture source

Data distribution

Grade I Grade II Grade III Grade IV All

Model development

ACNE0417 Camera 20 377 92 97 586

AcneSCU22 VISIA system 0 58 99 63 220

AcnePA1 Mobile phone 56 486 91 158 791

Model evaluation for online scenario
AcnePA1 Mobile phone 7 81 7 23 118

AcnePA2 Mobile phone 8 105 14 21 148

Model evaluation for offline scenario

ACNE0417 Camera 3 96 28 20 147

AcneSCU22 VISIA system 0 15 30 11 56

AcnePHUIH Camera 4 63 11 13 91

Table 1. Data partitioning for all datasets.

 

Fig. 1. The main framework of our proposed AcneDGNet and its evaluation. (a) is the framework of our 
proposed AcneDGNet. The input facial image is firstly passed through the feature extraction module, which 
includes Swin Transformer architecture and feature pyramid architecture. Then the multi-scaled feature maps 
output by the feature extraction module are input into the lesion detection module and the severity grade 
module, respectively. In the lesion detection module, the feature maps of acne candidate regions are obtained 
by region proposal network architecture to predict the location and category of each acne lesion in the image. 
In the severity grading module, the multi-scaled feature maps are resized and combine with the regional lesion-
aware feature maps from lesion detection module to predict the severity grade of the acne image. (b) is the 
evaluation framework for the performance of AcneDGNet. We designed two application scenarios, including 
online scenario with smartphone and offline scenario with digital camera and VISIA system. Different datasets 
were selected for the corresponding evaluation purposes with different evaluation methods.
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Additionally, we evaluated the performance of AcneDGNet in detecting the changing trends of acne severity 
with regard to the grade and number of acne lesions. We applied AcneDGNet on AcnePA2 to predict acne grade 
on two images at different visit times for each patient and then determined whether the patient’s acne grade was 
upgraded, unchanged or degraded. Figure 3b shows the detected results of AcneDGNet on two images for a 
patient during follow-up visits. Figure 3c is the confusion matrix for detecting the changing trends in the grade 
of acne severity. As shown in this figure, the overall accuracy was 87.8% since AcneDGNet correctly identified 
65 cases of acne-changing trends among 74 follow-up visits. To evaluate the counting errors of the detected 
acne lesions, we calculated the mean and standard deviation of the absolute errors for the number of acne 
lesions between the AcneDGNet prediction and the ground truth. The total counting error was 1.91 ± 3.28 for 
all types of acne lesions. The individual counting errors were 0.70 ± 1.92 for comedones, 1.28 ± 2.01 for papules, 
0.07 ± 0.29 for pustules, and 0.12 ± 0.38 for nodules/cysts, which can be seen in Fig. 3d.

The performance of AcneDGNet in offline scenarios
In offline scenarios, the grading performance of AcneDGNet was evaluated retrospectively based on ACNE04 
and AcneSCU. Figure 4a,b present the detection results obtained by AcneDGNet on ACNE04 and AcneSCU, 
respectively. The detailed results of the retrospective evaluation are shown in Table  3. The overall accuracy 
across the entire retrospective dataset was 90.1%, with individual accuracies of 91.2% for ACNE04 and 87.5% 
for AcneSCU.

The grading performance of AcneDGNet was prospectively evaluated based on AcnePKUIH. Figure 4(c) 
shows the visualized results of AcneDGNet on AcnePKUIH. Moreover, we compared the model’s performance 
to two junior dermatologists with over 5 years of experience (JD1 and JD2) and two senior dermatologists with 
over 10 years of experience (SD1 and SD2). The detailed results of the prospective evaluation are displayed 
in Table 4; Fig. 4(d). Specifically, the accuracy was 80.8% for two junior dermatologists, 90.7% for two senior 
dermatologists, and 89.0% for our AcneDGNet model, as shown in Table 4. The overall accuracy of AcneDGNet 
was 89.8% in offline scenarios by combining the retrospective and prospective datasets.

Fig. 2. The distribution of acne severity grading and the proportion of capture sources for all datasets. (a) is 
the distribution of image data volume at different acne severity grades for all datasets. (b) Is the proportion 
of capture sources for training data. And (c) is the proportion of capture sources for testing data, and the 
proportion of retrospective and prospective data which images were taken by camera.
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The performance comparison among AcneDGNet and previous studies
Table  5 shows the performance of our AcneDGNet compared to several previously similar studies on acne 
severity grading9,11,26,28–30. As shown in this table, our study had the most diverse data distribution across 
capture sources (smartphone, camera, and VISIA system) and the largest sample size of testing images from 486 
patients. Our AcneDGNet achieved accuracies of 89.5% in the online scenario and 89.8% in the offline scenario, 
which outperformed the models from the most comparative studies9,11,26,29,30 and was only outperformed by 
Acne-RegNet28. However, it should be noted that Acne-RegNet utilized multiple inputs, including several facial 
images and patient metadata information28, which may account for its higher accuracy.

Discussion
We constructed AcneDGNet using a vision transformer and convolutional neural networks for acne lesion 
detection and severity grading (Fig. 1(a)). We evaluated its performance in both online and offline healthcare 
scenarios from multiple perspectives (Fig. 1(b)). The overall performance for acne severity grading achieved 

Acne grade

AcnePA1 AcnePA2 AcnePA1&AcnePA2

Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%)

Grade I 100.0 70.0 - 100.0 88.9 - 100.0 78.9 -

Grade II 87.7 93.4 - 91.4 100.0 - 89.8 97.1 -

Grade III 71.4 55.5 - 85.7 85.7 - 81.0 73.9 -

Grade IV 78.3 78.3 - 100.0 72.4 - 88.6 75.0 -

All grades - - 85.6 - - 92.6 - - 89.5

Table 2. The performance of AcneDGNet for acne severity grading in online scenario.

 

Fig. 3. The visualized results for the evaluation on online healthcare scenario. (a) shows some typical examples 
about identifying correct and incorrect cases by AcneDGNet on AcnePA1. The green, red, blue and yellow 
bounding boxes in the figure represent comedones, papules, pustules, and nodules/cysts, respectively. GT 
stands for Ground truth, which is the gold standard for acne grade. AI stands for Artificial Intelligence, which 
is the results predicted by our model.(b) is the visualized results of AcneDGNet on two follow-up images for 
a patient from AcnePA2. (c) is the confusion matrix for detecting the changing trends in the grade of acne 
severity. (d) is the counting error statistics of acne lesions for AcneDGNet regarding changing trends in the 
grade of acne on AcnePA2.
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Acne grade

Junior dermatologists
(> 5 years’ experience)

Senior dermatologists
(> 10 years’ experience) Our AcneDGNet model

Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%)

Grade I 87.5 83.3 - 87.5 63.3 - 75.0 100.0 -

Grade II 78.6 94.5 - 92.1 94.3 - 95.2 89.6 -

Grade III 90.9 90.8 - 95.5 100.0 - 90.9 76.9 -

Grade IV 80.8 66.9 - 80.8 77.7 - 61.5 100.0 -

All grades - - 80.8 - - 90.7 - - 89.0

Table 4. The prospective results of human-machine performance comparison for acne severity grading in 
offline scenario.

 

Acne grade

ACNE04 AcneSCU ACNE04&AcneSCU

Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%)

Grade I 66.7 66.7 - - - - 66.7 66.7 -

Grade II 97.9 93.1 - 100.0 78.9 - 98.2 90.8 -

Grade III 85.7 92.3 - 76.7 100.0 - 81.0 95.9 -

Grade IV 70.0 82.4 - 100.0 78.6 - 80.6 80.6 -

All grades - - 91.2 - - 87.5 - - 90.1

Table 3. The retrospective results of AcneDGNet for acne severity grading in offline scenario.

 

Fig. 4. The visualized results for the evaluation on offline healthcare scenario. (a) is an example of detected 
results of AcneDGNet on ACNE04, and (b) is another example of detected results of AcneDGNet on AcneSCU. 
(c) is an example from AcnePKUIH. And (d) shows the accuracy of four dermatologists (JD1, JD2, SD1, SD2) 
and AcneDGNet (AI) on AcnePHUIH, while JD represents junior dermatologist with more than 5 years’ 
experience and SD represents senior dermatologist with more than 10 years’ experience.
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an accuracy of 89.5% in online scenarios and 89.8% in offline scenarios. For follow-up visits, the accuracy for 
detecting changing trends reached 87.8%, with a total counting error of 1.91 ± 3.28 for all types of acne lesions. 
The prospective evaluation in offline scenarios demonstrated that AcneDGNet was more accurate than junior 
dermatologists and was comparable to the accuracy of senior dermatologists (Table 4). Our experimental results 
on the largest and most diverse evaluation datasets showed that AcneDGNet had higher accuracy for acne 
severity grading than other state-of-the-art methods that used a single facial image as a model input (Table 5).

There are several medical guidelines for assessing acne severity. These include the Global Acne Grading 
System31, the Hayashi criterion6, the IGA scale suggested by US32, the GEA scale encouraged in Europe, and the 
AGS scale recommended in China4,5. Among these guidelines, the AGS scale pays more attention to the type 
of acne lesion5, while others incorporate both the type and quantity of acne lesions4,6,32 or even consider the 
location of occurrence31. Recent researches have demonstrated that AGS was reliable for acne severity assessment 
and correlated well with other scales such as IGA and GEA33,34. All facial images in our study originate from 
the Chinese population, whether sourced from public datasets (ACNE04 22 and AcneSCU27) or our self-built 
datasets (AcnePA1, AcnePA2, and AcnePKUIH). We therefore selected the AGS scale as the grading criteria 
since it might be more suitable for these datasets.

We made two special designs for AcneDGNet, one for feature extraction and the other for severity grading 
(Fig. 1). In the feature extraction module, we applied a vision transformer23 to extract feature representations 
for acne lesion detection and acne severity grading. Compared to convolutional neural networks, the vision 
transformer had a stronger ability to extract the relationships between features across a wider range23. This 
module contributes to improving the generalization ability of the model among different image capture sources. 
In the severity grading module, we combined global feature maps with local lesion-aware feature maps. Most 
previous methods for acne grading only utilized either global features when using classification networks9, or 
local features when using object detection networks11,30. A recent study proposed a framework called KIEGLFN 
to fuse global and local features29. However, its local features were extracted from local patches rather than acne 
lesions, leading to a lack of interpretability in the final results29. Our local feature maps were generated from 
the lesion detection module and were lesion-aware for different acne lesions. Due to these network designs, 
our AcneDGNet exhibited stable performance for acne severity grading in both online and offline scenarios 
(Tables 2 and 3, and 4), and achieved better performance than previous convolutional neural network-based 
models9,11,26,29,30.

Traditionally, in offline scenarios, dermatologists made diagnoses based on the facial images collected by 
camera or VISIA9,10 and other information during a face-to-face consultation. Previous studies have proposed 
some automatic methods for analyzing camera and VISIA images, achieving accuracy rates of 80–85.8% for 
acne severity grading9,26,29,30. In our study, the overall grading accuracy of AcneDGNet reached 89.8% in 
offline scenarios (Table 5). The retrospective result was 90.1% (Table 3), while the prospective result was 89.0% 
(Table 4). Our model achieved higher accuracy than junior dermatologists and was slightly lower than senior 
dermatologists. This indicates that our model could assist inexperienced dermatologists in assessing acne 
severity more accurately, especially in remote areas that lacked professional dermatologists.

Recently, online healthcare services have gained widespread attention and provided great convenience 
for patients and doctors, it’s particularly suitable for acne diagnosis and follow-up management using a 
smartphone11. However, in online scenarios, image quality is highly uncontrollable, as patients may take facial 
images with varying shooting angles and complex backgrounds. One study reached an accuracy of 94.56% with 
Acne-RegNet28; However, its reliance on multiple facial images and systematic operational procedures made it 
inconvenient for patients in online scenarios. In our study, we collected real facial images through an online 
consultation platform (Ping An Good Doctor) and only selected one image as model input. Our AcneDGNet 
reached an accuracy of 89.5% for acne severity grading on the datasets from online consultations (Table 2). 
Furthermore, its performance for detecting the changing trends reached 87.8%, with a total counting error of 
1.91 ± 3.28 for all acne lesions. This can provide effective assistance in follow-up visits (Fig. 1).

Certain limitations must be considered. Firstly, as displayed in Table 5, various studies9,11,26,28–30 have utilized 
distinct grading criteria5,6,31 and datasets with multiple capture sources26,27. We need to consider the potential 
impact of these differences while comparing their performances for acne severity grading. In the future, it would 
be ideal to compare the performance of various grading criteria on the same dataset. Secondly, our AcneDGNet 
can process facial images in a single modality. However, doctors often require multiple types of information 
for clinical diagnoses. The study by Wang, J. et al. has demonstrated that combining metadata information 

Reference Grading criteria Capture source Test patients Model Accuracy (%)

Yang et al.10 AGS scale5 Camera 40 Inception-v3 80.0

Wu et al.17 Hayashi criterion7 Camera 292 Label distribution learning 84.1

Lin et al.16 Hayashi criterion7 Camera 292 KIE/GLFNet 84.5

Liu et al.25 Hayashi criterion7 Camera 292 AcneGrader 85.8

Huynh et al.12 IGA scale6 Mobile phone 472 LightGBM 85.0

Wang et al.15 GAGS[26] and Hayashi criterion7 Mobile phone 147 Acne-RegNet 94.56

Ours AGS scale5 Mobile phone/camera and VISIA system 192/294 AcneDGNet 89.5/89.8

Table 5. The performance comparison for acne severity grading among our AcneDGNet model and previous 
studies.
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with facial images can lead to improved accuracy28. Our next step is to develop a multi-modalities intelligence 
model to enhance the accuracy of acne diagnosis. Finally, image quality is one of the crucial factors influencing 
the stability of the model. Especially in online scenarios, the quality of the images uploaded by the patients is 
highly uncontrollable, and this may affect the performance of AcneDGNet. Further research about image pre-
processing techniques or real-time user feedback during image capture is required while our AcneDGNet is 
applied to real-world conditions.

Conclusion
We developed a deep learning-based model called AcneDGNet to achieve acne lesion detection and severity 
grading based on the AGS scale and evaluated its efficiency in multiple application scenarios. Our AcneDGNet 
model is significant for grading acne severity, whether in online consultations or offline hospital diagnosis 
scenarios. The experimental results indicated that AcneDGNet could significantly assist doctors and patients in 
managing acne during consultations or routine follow-ups in clinical practice settings.

Methods
Ethics declarations
This study was performed in line with the principles of the Declaration of Helsinki. Approval was granted by the 
Ethics Committee of Peking University International Hospital[2022-KY-0067]. Informed consent was obtained 
from all subjects and/or their legal guardian(s) to participate and publish in the study.

Image collection
We have collected two public datasets and three self-built datasets of facial acne images: (1) Two public datasets 
include ACNE04 and AcneSCU26,27. ACNE04 comprises 733 images that were collected by a digital camera26, 
while AcneSCU comprises 276 images shot by the VISIA complexion analysis system27. (2) Three self-built 
datasets, AcnePA1 (Acne data from Ping An), AcnePA2, and AcnePKUIH (Acne data from Peking University 
International Hospital), were constructed using various methods. The images in AcnePA1 and AcnePA2 were 
taken by smartphones and uploaded by patients from the online consultation platform (Ping An Good Doctor). 
AcnePA1 comprises 909 cross-sectional images from 909 patients, while AcnePA2 comprises 148 longitudinal 
images from 74 patients. When building AcnePA2, we selected a pair of images with similar shooting angles 
from different visits for each patient. AcnePKUIH comprises 91 images from 91 patients, which were collected 
prospectively between December 2022 and April 2023 at Peking University International Hospital (PKUIH). The 
images were acquired using a Nikon d7200 DSLR camera. This study was approved by the ethics committee of 
PKUIH and adhered to the tenets of the Declaration of Helsinki. Written informed consent was obtained for all 
subjects before image collection.

In our initial quality control process, we eliminated the images according to the following criteria: (1) Images 
containing significant artifacts and noises; (2) Images taken so far away that acne lesions are too small to be seen; 
(3) Images that do not include any skin areas. We conducted anonymous processing and deidentification before 
transferring the images to the investigators. All images in our self-built datasets were processed by obscuring 
the eyes and mouth area to ensure privacy masking. Ultimately, we obtained 2,157 facial acne images for model 
development and evaluation.

Image labelling
According to the AGS scale proposed in the Chinese guidelines for managing acne5, we classified the facial 
images into four clinical grades based on the type of acne. Specifically, Grade I means that only comedones 
occur, Grade II involves inflammatory red papules, Grade III indicates the presence of pustules and Grade IV 
includes nodules and/or cysts.

For the two public datasets ACNE04 and AcneSCU, as their original tasks were not the same as ours, we 
reviewed the labeled acne lesions and regraded the acne severity based on the AGS scale5. For the two self-
built datasets AcnePA1 and AcnePA2, we labeled them from scratch. A team of four junior dermatologists with 
over 5 years of experience, two senior dermatologists with over 10 years of experience, and one dermatology 
expert with over 20 years of experience from PKUIH participated in the image annotation process. Before 
commencing mass labeling, these dermatologists underwent training to unify the annotation standard using 
a small set of acne images. Their Cohen’s kappa score ultimately reached 0.71 on 100 randomly selected acne 
images. Then, the formal labeling process was conducted in three rounds. The entire dataset was randomly 
divided into four equal parts. In the first round, each quarter of the dataset was annotated independently by 
two junior dermatologists, which was equivalent to labeling two quarters of the dataset for each dermatologist. 
In this process, each dermatologist used LabelMe software to annotate acne lesions and grade acne severity 
based on the AGS scale5. Specifically, four types of acne were annotated in the form of bounding boxes with 
corresponding lesion types, including comedones, papules, pustules, and nodules/cysts. In the second round, 
two senior dermatologists reviewed together any inconsistent acne lesion annotations from the previous round. 
If there were still disagreements in the second round regarding acne grading, a dermatology expert would make 
the final decision in the third round.

For the prospective self-built dataset AcnePKUIH, the gold standard is determined by a dermatology expert 
in combination with clinical acne diagnosis records and images. Two junior dermatologists and two senior 
dermatologists independently performed acne grading labeling. These labels were utilized for human-machine 
performance comparison during the model evaluation phase.
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Model development
We proposed a deep learning-based algorithm called AcneDGNet, which was specifically designed to perform 
acne lesion detection and severity grading simultaneously. The network architecture of AcneDGNet was 
constructed based on a vision transformer23 and convolutional neural network24. The main functional modules 
of AcneDGNet include feature extraction, lesion detection, and severity grading modules, which are depicted 
in Fig. 1(a).

Within the feature extraction module, we applied Swin Transformer architecture23 to obtain a more efficient 
hierarchical feature representation. Additionally, we utilized the feature pyramid architecture25 to interact 
features across different scales. This integrated network structure exhibits stronger representation capabilities 
than a general convolutional neural network35. Subsequently, the extracted features were fed into the lesion 
detection module and severity grading module respectively. Within the lesion detection module, we employed 
a region proposal network architecture24 to identify candidate acne regions from the feature maps. We then 
conducted more accurate localization and classification based on the features of these candidate regions. 
Ultimately, we obtained information regarding the location, category, and quantity of each acne lesion in the 
image. Within the severity grading module, we combined the global feature maps from the feature extraction 
module with the regional lesion-aware feature maps from the lesion detection module. This combination was 
utilized to establish a classification network for acne severity grading.

In the experiment, we initialized the AcneDGNet model using the pretrained weights on the ImageNet 
Dataset and then trained it on our collected acne data. To balance the model’s accuracy and inference speed, 
we adopt the structural hyperparameters of Swin-S. Specifically, the channel number of the hidden layers in 
the first stage is 96, and the layer numbers are {2, 2, 18, 2}. To achieve stable model performance, we adopted 
the multi-scale training method mentioned in the Swin Transformer network paper18. Moreover, considering 
that acne lesions are generally small, we also appropriately increased the image size during training. Specifically, 
we randomly resized the input images such that the shorter side is between 680 and 1000 while the longer 
side is at most 1533. The cross-entropy loss and L1 loss were used as loss functions for lesion detection and 
severity grading. Because many acne lesions were too small to be detected, we especially replaced the bounding 
box regression loss function of region proposal network24 in the lesion detection module with NWD-based 
regression loss function36. We used a learning rate of 0.0001 and the AdamW optimizer. The entire network 
was built using PyTorch 1.7.1, and training and testing were performed on an NVIDIA V100 GPU with CUDA 
version 10.2 cuDNN 7.6.5.

Model evaluation
To verify the effectiveness of our AcneDGNet model more comprehensively, we evaluated its performance in 
online and offline healthcare scenarios respectively, as shown in Fig. 1(b).

In the online consultation scenario, the acne images were taken and uploaded by smartphone. We selected 
two datasets, one was cross-sectional data from AcnePA1 for online diagnosis and another was longitudinal data 
from AcnePA2 for follow-up management. For the cross-sectional images, we primarily evaluated the grading 
performance of AcneDGNet with recall and precision for each acne grade.

 
Recalli = T P i

T P i + F N i
, i = 1 . . . Nclass (1)

 
P recisioni = T P i

T P i + F P i
, i = 1 . . . Nclass (2)

where Nclass represents the number of categories, TP/FP represents situations where positive samples are 
accurately/incorrectly identified by the AcneDGNet model, and FN represents situations where negative samples 
are incorrectly identified. In addition, we evaluated the overall accuracy based on the formulas as follows:

 
Accuracy =

∑ Nclass
i=1 T P i

Nsample

 (3)

where Nsample represents the total number of samples. For the longitudinal images, we also evaluated the 
performance of AcneDGNet regarding the changing trends in the number and grade of acne. The metrics were 
the same as above.

In the offline hospital diagnosis scenario, the capture sources for acne images were camera or VISIA system. 
Three datasets were selected to evaluate the grading performance of AcneDGNet, including two retrospective 
datasets (the data from ACNE04 22 and AcneSCU27) and one prospective dataset (the data from AcnePKUIH). 
The metrics were the same as those mentioned above. Additionally, a human-machine performance comparison 
was conducted between AcneDGNet and four dermatologists using data from AcnePKUIH.

Data availability
The data that support the findings of this study are not publicly available due to the privacy of individuals that 
participated in the study, but are available on reasonable request. Zheng zhao should be contacted if someone 
wants to request the data from this study.
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