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The research focuses on privacy protection in the Internet of Things environment. A model based on 
evolutionary theory game and signal game mechanism is proposed to analyze and optimize privacy 
protection strategies. The study introduces evolutionary game theory and signal game mechanism 
to construct a game model between users, devices, network operators, and attackers. Detailed 
discussions are conducted on factors such as privacy protection needs, information asymmetry, 
and privacy leakage risks. The proposed Multi-stage Signal Game and Deep Learning Model for IoT 
Privacy Protection (IoT-PSGDL) performed the best on privacy protection effectiveness, at 98.25% on 
the CIC IoT dataset, with a policy update speed of 7.42 updates/second and a system response time 
of 35.12ms. Compared with other models, the proposed model performed well in multiple metrics, 
such as privacy protection persistence (97.56%), communication latency (54.12ms), and data storage 
security (96.75%). In addition, privacy protection strategies such as data encryption performed the 
best in the experiment, with a privacy protection success rate of 96.72% and the lowest privacy 
leakage probability of only 2.14%. The significance of the research lies in providing an efficient and 
dynamically optimized privacy protection strategy that can effectively respond to various privacy 
threats in complex Internet of Things environments.

Keywords  Internet of things privacy protection, Evolutionary game model, Signal game mechanism, Deep 
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With the rapid development of Internet of Things (IoT) technology, smart devices make people’s lives more 
convenient. However, this also brings a significant challenge to privacy protection1. IoT systems typically 
involve multiple stakeholders, such as users, devices, network operators, and attackers, among whom there 
are complex interactive relationships. Privacy protection has become a critical issue that urgently needs to be 
addressed2. IoT devices typically collect rich personal data and transmit it over the network. The data security 
and privacy protection during transmission are being addressed3. Once data is maliciously obtained or tampered 
with, user privacy and system security will face serious threats. Traditional research on privacy protection in 
the IoT mainly focuses on the single strategy, such as data encryption, anonymization, and access control4. 
These methods can improve privacy protection. However, due to complex and diverse IoT environments, 
they often cannot comprehensively solve the privacy leakage. Traditional research typically focuses on static 
privacy protection schemes, lacking dynamic adaptation and response mechanisms against attacker behavior. 
In addition, participants in IoT systems often have asymmetric information, and there are differences in data 
usage and privacy protection needs among users, devices, and network operators. This also makes it difficult 
for existing privacy protection models to achieve optimal results in practical applications5. Although existing 
research provides multiple privacy protection methods, optimizing privacy protection strategies based on 
constantly changing attacker behavior and user needs in dynamic environments remains an urgent problem6,7.

In the field of IoT privacy protection, scholars have conducted in-depth research on data analysis, privacy 
protection framework construction, and technical solution design. Shahid J et al. analyzed the privacy challenges 
of healthcare IoT devices in sensitive information processing. They classified the components, analyzed device 
functionality and deployment, and explored the potential characteristics and causes of data breaches. A suitable 
regulatory framework to address compliance issues should be established. The research proposed suggestions 
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to enhance security and privacy8. In terms of technical solutions, Zubaydi H D et al. integrated blockchain 
technology and the IoT. The basic principles, architecture, protocols, and consensus algorithms of blockchain 
technology and IoT were reviewed, and the challenges were summarized, including storage capacity, resource 
utilization, transaction speed, and legal issues. The application effects in privacy and security were explored9. 
Wang R et al. proposed a federated learning privacy protection scheme based on edge computing. Through 
lightweight privacy protection protocol and security algorithm design, it effectively solved the privacy disclosure 
and computing capacity limitation in the medical field of the IoT10. To securely transmit medical data, Yu F et al. 
proposed an encryption scheme based on the Memristive Hopfield Neural Network (MHNN). By constructing a 
new complex dynamic model and combining it with hardware implementation, it ensured the shared security of 
medical data11. Ali A et al. focused on the privacy protection of critical health data in IoT medical applications. A 
method that combined homomorphic encryption and blockchain technology was proposed. The homomorphic 
encryption was used to perform operations on encrypted data, and blockchain smart contracts were used to 
control access, set policies, and generate audit records. This method could protect data privacy while achieving 
efficient data processing and analysis12.

Alzubi J A et al. focud on the privacy and security of medical and health data in industrial cloud computing 
and the IoT. The method took Convolutional Neural Network (CNN) to classify data sets and distinguished 
normal and abnormal users. The second was to combine blockchain and cryptography federated learning 
modules to process and remove abnormal user data while ensuring access rights to health records. Python 
simulation experiments showed that the model outperformed other existing technologies on classification 
performance and overall performance13. Alzubi O A et al. proposed a BAISMDT model that integrated 
blockchain and artificial intelligence to address the security of medical data transmission in the IoT environment. 
The model took signcryption technology to ensure the reliability and privacy of data transmission, and built 
a trusted transmission environment between data providers through blockchain. Experimental verification 
showed that the model achieved 97.54% and 98.13% accuracy on cardiac statistics logs and white blood cell 
datasets, respectively, significantly improving the security and diagnostic accuracy of medical data transmission 
in the IoT14. Alzubi J A et al. focused on the security and privacy of user data in the mobile edge computing 
environment. Aiming at its resource-constrained characteristics, a blockchain-driven security management 
framework was proposed. The framework introduced the characteristics of blockchain such as immutability, 
transparency and distributed ledger to build an access sharing mechanism driven by smart contracts. Theoretical 
analysis and simulation experiments verified that the framework reduced operating costs while ensuring high 
security, low latency, and high throughput. It is suitable for MEC devices with limited resources and effectively 
improves data security and access efficiency in MEC environments15. Thomas C K et al. focused on the 
application of Semantic Communication (SC) in privacy protection in the IoT. The study proposed an emerging 
SC framework that efficiently transmitted language through signal game design and combined neural symbolic 
artificial intelligence methods for causal inference. This framework utilized the Nash equilibrium strategy of 
signal game mechanism to optimize data transmission efficiency, while enhancing semantic reliability through 
generative stream networks16. Angelini F et al. further explored the privacy protection framework based on 
signal game mechanism. The Bayesian equilibrium problem in multi-stage dynamic games was analyzed, and an 
effective privacy protection model was proposed17.

To sum up, many experts have explored different technologies and frameworks in the privacy protection, 
especially the data privacy of IoT devices, the integration of blockchain technology and IoT, and the application 
of edge computing and federated learning. However, there are still some shortcomings in current research, 
such as the lack of privacy protection mechanisms for large-scale IoT environments, the adaptability of various 
technological solutions, and how to balance the conflict between privacy protection and efficiency. Therefore, 
a more intelligent and dynamically optimized privacy protection model that combines evolutionary game 
theory and deep learning techniques is proposed to address efficiency, compatibility, and security in IoT privacy 
protection. The research innovatively integrates evolutionary game theory and signal game mechanism to address 
these challenges. Evolutionary game theory models the dynamic strategy evolution of multiple stakeholders - 
users, devices, operators, and attackers. The dynamic strategy evolution under information asymmetry captures 
how privacy protection policies adapt over time through mechanisms such as replication dynamics and Fermi 
update, in order to overcome the lack of dynamic adaptation in traditional static schemes. Meanwhile, the signal 
game mechanism focuses on real-time strategic interaction through signal transmission. Senders such as IoT 
devices convey privacy protection intentions through signals such as encryption levels or access control logs, 
while receivers like users or defenders adjust defenses based on these signals to counteract attackers’ real-time 
strategy adjustments driven by Q-learning.

The two mechanisms are fused in a hierarchical framework, and evolutionary game theory shapes the 
macro-level strategy distribution through iterative interactions, determining equilibrium strategies such as 
device encryption adoption. Concurrently, the signal game mechanism drives micro-level adjustments through 
signal-reaction loops, such as attack interceptions based on encryption signals, and accelerates evolutionary 
optimization. The bidirectional Long Short-Term Memory (LSTM) combined with CNN (CNN-LSTM) updates 
the game payoff matrix by processing time privacy signals, combining data-driven insights with game theory 
to bridge the two layers. This allows for a balance between long-term evolutionary stability and real-time 
adversarial response.

The core contributions of this study are threefold: (1) A novel two-layer framework is proposed, which 
combines evolutionary game theory with signal game mechanisms to form strategy distributions through 
iterative interactions of evolutionary games at the macro level, ensuring long-term evolutionary stability; Real 
time strategy adjustment is achieved at the micro level by utilizing the signal response cycle of the signal game 
mechanism. (2) Introducing a bidirectional LSTM-CNN model to process temporal privacy signals, updating 
the game payoff matrix, and achieving effective connection of a dual layer mechanism, balancing long-term 
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stability and real-time response capability. (3) By combining Q-learning and deep learning methods, the real-
time adjustment of attacker strategies is optimized through Q-learning. Deep learning algorithms such as LSTM 
and CNN are used to automatically extract privacy signal features and adaptively update privacy protection 
policies, thereby improving the efficiency and accuracy of policy optimization in dynamic environments.

Methods and materials
Evolutionary game model for privacy protection in the iot
In the evolutionary game model, information asymmetry is one of the core assumptions. Participants such as 
users, devices, network operators, and attackers may have different understandings of the system, which could 
lead to attackers exploiting privacy violations. The model models a dynamic IoT threat landscape where attackers 
exploit information asymmetry and system vulnerabilities to breach privacy protections. Attackers possess 
adaptive capabilities, using Q-learning to adjust strategies such as vulnerability exploitation or data interception 
in real time based on observed privacy signals from devices/users, as modeled in the signal game’s receiver 
strategy. Although attackers are familiar with common privacy mechanisms (encryption, anonymization), their 
knowledge is partial, lacking full visibility into real-time defense updates and evolving with historical attack 
results (success/failure rewards in Q-learning), as reflected in metrics such as “privacy leakage probability”. 
Their core objective is to maximize exploitation efficiency by minimizing attack costs while increasing leakage 
likelihood and disrupting defender resource balance, which is consistent with the model’s focus on evolutionary 
stability and signal driven interaction. Meanwhile, there are differences in privacy protection needs among 
different users and devices18. Users choose strategies based on their own sensitivity, while the goals of devices 
and operators may conflict with those of users, requiring a balance between privacy protection and other 
interests in the game. Moreover, there is a dynamically changing risk of privacy leakage in the IoT environment, 
and attackers may exploit system vulnerabilities or information asymmetry for network intrusion or malicious 
attacks, further exacerbating the complexity of privacy protection19,20. The evolutionary game model for privacy 
protection in the IoT is shown in Fig. 1.

In Fig. 1, in the game model for privacy protection in the IoT, evolutionary game theory provides a framework 
for analyzing the stability of cooperative behavior, where complex networks are the organizational foundation 
and main venue of evolutionary games, and have decisive impacts on the outcome. The evolutionary game 
includes game models and strategy evolution rules. Game models such as prisoner’s dilemma and snowball game 
provide a theoretical basis for evolutionary game theory and reflect individuals’ strategy choices under different 
social dilemmas. The evolution rule is an important research point in evolutionary games, which characterizes 
the way individuals choose strategies in social environments, including neighbor selection rules and strategy 
update rules, such as replication dynamics, Fermi dynamics, and expected evolution rules for updating strategies.

In Fig. 2, the first step is to analyze the current situation and establish a network model, which is the basic 
step for clearly defining the research scope and object. Next, nodes in the network obtain game benefits based 
on the game model, and use this method to measure the gains and losses of different strategies. Then, the node 
selects learning nodes based on neighbor selection rules and draw on beneficial strategies from surrounding 
nodes. Finally, nodes update their own strategies based on policy update rules, continuously optimizing to better 
adapt to the complex environment of IoT privacy protection. In the model context, “policy update” refers to 
stakeholders and attackers dynamically adjusting privacy protection policies based on real-time environmental 
feedback, benefit evaluation, and learning algorithms. This process involves modifying strategies such as data 
encryption levels, access control rules, anonymization techniques, or attack tactics to optimize outcomes in 
response to changing risks and interactions. As a critical indicator, policy update speed directly reflects the 
model’s adaptability to dynamic threats and its capability to maintain optimal privacy protection performance 
over time, with the key mechanisms including rules based on evolutionary game theory and adjustments based 
on reinforcement learning, where strategies are iteratively improved to maximize long-term returns. Q-learning, 

Fig. 1.  Evolutionary game model for IoT privacy protection.
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as a reinforcement learning method, can adjust strategies through feedback on the environment during the 
learning process, thereby achieving optimal strategies through various interactions. This method is particularly 
suitable for multi-stage game models, where participants (such as users, devices, network operators, and attackers) 
update their privacy protection strategies through continuous interaction. Q-learning integrates into the game-
theoretic framework by modeling interactions among stakeholders (users, devices, attackers, and defenders) 
through a shared state-action space. Users/devices select privacy strategies (e.g., encryption, anonymization) 
based on real-time conditions (data sensitivity and resources), while attackers choose tactics from detected 
signals (e.g., encryption levels) and defenders adjust defenses using combined signals. The Q-value update rule 
(Eq. 1) balances immediate rewards (e.g., successful protection/attack interception) and future rewards through 
learning rate (α) and discount factor (γ), driving iterative strategy refinement to maximize long-term payoffs and 
embedding dynamic learning into static game structures.

Q-learning optimizes privacy strategies through the ε-greedy policy, balancing exploration (randomly testing 
new strategies, e.g., novel encryption) and exploitation (relying on high-Q proven tactics, e.g., established 
anonymization). This prevents suboptimal convergence, especially against evolving attacks. Users/devices might 
temporarily switch to untested defenses when ε triggers exploration, while attackers refine tactics and defenders 
adjust responses based on Q-value updates. According to this cycle, Q-learning continuously enhances its 
strategy adaptability to users/devices and defense effectiveness against dynamic threats. The Q-learning 
algorithm execution process in IoT privacy protection is shown in Fig. 3.

When building a game model for privacy protection in the IoT, Q-learning first initializes the Q-value table, 
which can be set to 0 or a random value, and selects appropriate parameters such as learning rate, discount factor, 
etc., laying the foundation for subsequent learning. Next, based on the current state, an action is selected using 
the ε-greedy strategy to balance random exploration with utilization based on the Q-value table. The selected 
action is executed, the rewards obtained from the environment and the new state entered are observed. Finally, 
based on the Q-learning update equation, the Q-value table is updated, and this process is continuously iterated 
to continuously optimize its strategy in the game scenario of IoT privacy protection21]– [22. In the game model, 
Q-learning can help participants respond to attackers’ different strategies by continuously learning and adjusting 
their strategies, thereby optimizing the privacy protection effect. The process is shown in Eq. (1).

	 Q(st, at) ← Q(st, at) + α
(
rt + γmaxa′ Q(st+1, a′) − Q(st, at)

)
� (1)

In Eq. (1), Q(st, at) signifies the Q-value for taking action at in state st. α signifies the learning rate. rt signifies 
the reward obtained after taking action at in state st. γ signifies the discount factor, indicating the attenuation of 
future rewards. maxa′ Q(st+1, a′) signifies the maximum Q-value of all possible actions in the next state st+1. 
Users may choose different privacy protection measures based on their privacy protection needs and device 
resource limitations, such as enabling encryption, data anonymization, or limiting data sharing. Devices can also 

Fig. 3.  Q-learning algorithm execution process in IoT privacy protection.

 

Fig. 2.  Steps for updating privacy protection node strategies in the IoT based on game theory.
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choose corresponding privacy protection strategies based on current environmental changes such as bandwidth, 
battery level, etc23. In Q-learning, the strategy selection of users and devices can be optimized through the 
following Q-value update equation, as shown in Eq. (2).

	

{
Qu(st, at) ← Qu(st, at) + αu

(
rt + γumaxa′ Qu(st+1, a′) − Qu(st, at)

)

Qd(st, at) ← Qd(st, at) + αd

(
rt + γdmaxa′ Qd(st+1, a′) − Qd(st, at)

) � (2)

In Eq. (2), γu and γd are discount factors used for the attenuation of rewards for users and devices, respectively. 
rt is a privacy protection reward that can be evaluated based on the privacy protection. The attacker is to identify 
potential vulnerabilities and carry out attacks by recognizing privacy protection signals of users and devices. The 
attacker’s strategy selection can be optimized through Q-learning algorithm, as shown in Eq. (3).

	 Qa(st, at) ← Qa(st, at) + αa

(
rt + γamaxa′ Qa(st+1, a′) − Qa(st, at)

)
� (3)

In Eq. (3), αa is the learning rate of the attacker. γa is the discount factor of the attacker. Defenders (such as 
network operators, platforms, etc.) need to identify the behavior of attackers through signal mechanisms and 
adjust defense strategies based on user and device privacy protection signals. The updated Q-value of the defense 
side is shown in Eq. (4).

	 Qd(st, at) ← Qd(st, at) + αd

(
rt + γdmaxa′ Qd(st+1, a′) − Qd(st, at)

)
� (4)

In Eq. (4), the defense party adjusts the protection measures based on the attacker’s strategy and the privacy 
protection needs of the device, optimizes its defense effectiveness, and reduces privacy leakage.

Signal game model for privacy protection in the iot
After exploring the evolutionary game model of IoT privacy protection, the signal game model of IoT privacy 
protection is discussed. This model is different from that of evolutionary game models, as it focuses on analyzing 
how participants convey privacy protection intentions and behaviors through sending and receiving signals, and 
formulates strategies. In the signal game model of privacy protection in the IoT, the signal mechanism is the core 
part. Based on signal mechanisms, participants can convey privacy protection intentions and behaviors, while 
attackers and defenders adopt corresponding strategies based on the signals. Signal transmission can not only 
assist all parties in making decisions, but also effectively influence strategy choices and equilibrium points in the 
game process24,25. The strategies of the sender and receiver in the signal game model are shown in Fig. 4.

In Fig. 4 (a), the sender sends signal (m1, m2) based on its type (t1, t2). Regardless of the sender type, the 
strategy of sending signal m1 can be considered as a default privacy protection measure, while selecting to send 
m1 or m2 based on type represents a dynamic privacy protection strategy based on risk assessment. These 
strategies can be likened to IoT devices choosing different privacy protection measures under different levels 
of privacy threats. In Fig. 4 (b), the receiver selects its response strategy based on the received signal (a1, a2) 
and the type of sender (t1, t2). The strategy selection of the receiver reflects how IoT users or systems adjust 
their privacy settings based on the received privacy protection signals (such as encryption levels, access control 
signals, etc.) and the trustworthiness of the sender (such as devices, service providers). In the context of privacy 
protection in the IoT, the selection of sending and receiving strategies is similar to the decision-making process 
of devices or users in terms of privacy protection. The sending strategy can be a fixed privacy protection measure 
(mixed strategy), a conditional privacy protection measure (separation strategy), or a probability based privacy 
protection measure (mixed strategy). The receiving strategy is how the user or system responds to these privacy 
protection signals to achieve the optimal privacy protection effect.

Fig. 4.  Strategies of sender and receiver in the signal game model.
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In the current research on improving signal game models for privacy protection in the IoT, deep learning 
algorithms have provided improved solutions. Its main advantage lies in its ability to learn from large-scale 
datasets and express high-dimensional features26. Deep learning technology can automatically learn feature 
representations suitable for tasks. Therefore, there is no need to manually select features and design algorithms, 
thereby reducing the subjectivity of manual intervention27. In addition, deep learning technology also has better 
robustness and generalization ability, which can better cope with the diversity of privacy protection signals in the 
IoT environment. The study introduces the LSTM. The LSTM processes time-series privacy signals generated by 
IoT devices, including encryption levels, access control logs, and data transmission patterns, which are critical 
for capturing temporal dependencies in privacy protection behaviors. Specifically, it receives continuous data 
from device nodes as input and outputs privacy risk predictions, quantifying the likelihood of privacy breaches 
under different signal patterns. These predictions are fed into the signal game model to enhance strategy 
selection. Senders (devices) take LSTM outputs to dynamically adjust transmitted signals, while receivers 
(users/systems) leverage them to optimize the response strategy. By integrating the deep learning framework 
(Fig.  5) with the game model, LSTM collaborates with CNN layers to extract layered features from mixed 
spatiotemporal data. The combined CNN-LSTM architecture first processes raw signals into high-dimensional 
feature representations, which are then fed into a fully connected layer for strategy classification, predicting the 
optimal privacy measure consistent with the Bayesian equilibrium of the signal game. This integration allows 
the model to handle the diversity of IoT privacy signals by utilizing the sequential modeling capability of LSTM, 
ensuring that policy updates in signal games are data-driven and adaptable to dynamic threat environments. The 
LSTM unit structure and process are shown in Fig. 6.

As shown in Fig.  6, the input sequence in this unit is x = (x1, · · · xT ), the hidden vector sequence is 
h = (h1, · · · hT ), and the time is set to t = (1, · · · , T ). The conventional RNN is iterated, as shown in Eq. (5).

	 ht = H (Wxhxt + Whhht−1 + bh)� (5)

In Eq. (5), W signifies the weight matrix. b signifies the bias. H signifies the hidden layer function. Assuming that 
the output vector sequence is y = (y1, · · · yT ), it is shown in Eq. (6).

Fig. 6.  Schematic diagram of bidirectional LSTM architecture.

 

Fig. 5.  LSTM unit structure and process.

 

Scientific Reports |        (2025) 15:20800 6| https://doi.org/10.1038/s41598-025-08836-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	 yt = Whyht + by � (6)

Furthermore, the input gate and forget gate in LSTM can be represented, as shown in Eq. (7).

	

{
it = σ (Wxixt + Whiht−1 + Wcict−1 + bi)
ft = σ (Wxf xt + Whf ht−1 + Wcf ct−1 + bf )

� (7)

The unit activation vector, output gate, and hidden vector can be represented, as shown in Eq. (8).

	





ct = ftct−1 + it tanh (Wxcxt + Whcht−1 + bc)
ot = σ (Wxoxt + Whoht−1 + Wcoct−1 + bo)
ht = ot tanh (ct)

� (8)

In Eqs. (7) and (8), σ represents the activation function. ii signifies the input gate. ft signifies the forget gate. ct 
signifies the unit activation vector. ot signifies the output gate. ht signifies the hidden vector. xi can determine 
whether to obtain input. hi can determine whether to forget the storage of the previous state. ci−1 is used to 
generate the current state ci. For lip language recognition technology, the associative function of contextual 
semantics is very important, but the unidirectional LSTM structure may lack contextual information28. 
Therefore, a reverse bidirectional LSTM structure is adopted, mainly using connections between hidden layers 
to extract semantic features, as shown in Fig. 729.

In the reverse bidirectional LSTM structure proposed in the study, the forward transfer parameter h⃗i and 
backward transfer parameter 

←
hi are mainly used, and the output hi of the i-th group image is utilized, as shown 

in Eq. (9).

	 hi = h⃗i +
←
hi

� (9)

In the field of privacy protection in the IoT, the pre-operation data preparation work of the signal game model 
is completed. The next task of the entire composite neural network is to extract and classify privacy protection 
features, as shown in Fig. 5.

In Fig. 5, the model first receives location information from various node groups of IoT devices as input, 
and then conducts privacy risk assessment on the information through the privacy risk evaluation module. The 
evaluation results are sent to the strategy filtering module, which consists of multiple LSTM and CNN layers, to 
extract privacy protection related features and perform strategy filtering30. After feature extraction and strategy 
screening, the data is further reduced in dimensionality through a pooling layer and processed through a fully 
connected layer. The classifier analyzes the processed features to identify and classify different privacy protection 
strategies. Finally, the model outputs the integrated results of privacy protection effects. The proposed model is 
named the Multi-stage Signal Game and Deep Learning Model for IoT Privacy Protection (IoT-PSGDL).

Results
Performance evaluation and strategy analysis of iot privacy protection model
To compare the performance of different models in IoT privacy protection tasks, experiments are conducted on 
CIC IoT Dataset 2023 and TPCx-IoT Benchmark Dataset. The CIC IoT (​h​t​t​p​s​:​​​/​​/​w​w​​w​.​k​a​g​g​l​​e​.​c​​o​m​​/​d​a​t​a​s​​e​​t​s​/​d​​h​
o​o​​g​l​a​​/​c​i​c​i​​o​t​d​a​t​a​s​e​t​2​0​2​2) is a publicly available dataset developed by the Canadian Institute for Cybersecurity 
(CIC) for IoT security research. It contains network traffic data of real devices that are operating normally 
and under attack. The data covers various protocols and device types, which is suitable for training intrusion 
detection models, analyzing device behavior, and testing vulnerabilities. The UNSW-NB15 dataset, developed 

Fig. 7.  Deep learning framework for IoT privacy protection signal game model.
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by the Australian Center for Cyber Security (ACCS), provides labeled IoT network traffic data encompassing 
normal and attack scenarios, including DDoS, brute force, and reconnaissance attacks. It supports intrusion 
detection system evaluation and behavior analysis in IoT environments. The TPCx-IoT dataset is the first 
industry standard benchmark for evaluating IoT gateway systems, designed by the Transaction Processing 
Performance Council (TPC). It simulates large-scale sensor scenarios and generates time series data to test the 
gateway’s data ingestion rate, real-time analysis capabilities, and cost efficiency. The measurement indicators 
include Operations per Second (IoTPS) and price/performance ($/kIoTPS), supporting industrial-grade 
system performance comparisons. All results are reported as the average of 30 independent runs (standard 
deviation ≤ 3%) to ensure statistical robustness, with performance metrics such as privacy protection 
effectiveness and strategy update speed validated for consistency. To mitigate overfitting, the dataset is divided 
into training-validation-test segments according to 70%-20%-10% using stratified sampling to handle class 
imbalance in attack datasets. Training is halted via early stopping after 15 consecutive epochs without validation 
loss improvement. Regularization techniques include adding dropout layers (rate = 0.2) to LSTM and CNN 
components and applying L2 regularization (λ = 0.001) to network weights. Minor temporal perturbations 
(± 5% noise in timestamps) are applied to time-series signal data during training for data augmentation. These 
datasets contain multiple types of attacks and are suitable for evaluating the performance of privacy protection 
models. Several representative models are selected for comparison in the study, including traditional Recurrent 
Neural Networks (RNN), LSTM combined with CNN (CNN-LSTM), and the proposed IoT-PSGDL model. The 
experiment records the error rate of each model during training and testing to evaluate their learning efficiency 
and generalization ability. The model error for different IoT datasets is shown in Fig. 8.

In Fig. 8 (a), the error rate of IoT-PSGDL rapidly decreased and remained at the lowest level during the 
iteration process, indicating that it had higher learning efficiency and better generalization ability in handling 
privacy protection tasks on CIC IoT dataset. In contrast, other models such as RNN, LSTM, and CNN-LSTM 
also reduced error rates with increasing iteration times, but the decrease was slower and the final error was 
higher. On the TPCx-IoT benchmark dataset, the IoT-PSGDL model also performed well. As shown in Fig. 8 
(b), the error rate of IoT-PSGDL remained the lowest throughout the entire training process, and the downward 
trend was more stable. This indicates that the model can not only learn quickly, but also effectively maintain a 
low error rate when dealing with the complex TPCx-IoT dataset. Although other models have also shown some 
learning ability, there is still a significant gap in their performance compared with IoT-PSGDL. The correlation 
analysis between IoT privacy protection strategies and measures is shown in Fig. 9.

Figure 9 (a) shows the strategies related to privacy protection in the IoT environment, including data 
encryption, access control, anonymization, privacy strategy, user consent, and data minimization. The colors in 
the heatmap represent the strength of the correlation among these strategies, with colors closer to red indicating 
stronger correlation and colors closer to blue indicating weaker correlation. From the graph, there was a strong 
correlation between data encryption, access control, anonymization, and other strategies. In IoT environments, 
these strategies often need to work together to provide effective privacy protection. Figure 9 (b) displays specific 
measures related to privacy protection in the IoT environment, including encryption protocols, blockchain, 
privacy design, monitoring and detection, compliance checks, and privacy impact assessments. There is a strong 
correlation between privacy design and monitoring and detection, as privacy design needs to consider the needs 
of monitoring and detection to ensure that the privacy protection measures designed can effectively prevent 
privacy leakage. The MSE and MAE of the four algorithms are shown in Fig. 10.

In Fig. 10 (a), the MSE of the IoT-PSGDL model decreased the fastest and reached the lowest value in fewer 
iterations, demonstrating its high efficiency and superior performance during the training process. In contrast, 
the MSE of CNN-LSTM and LSTM models decreased slower, while the MSE of RNN model remained relatively 
high throughout the entire training process. Figure  10 (b) illustrates the MAE changes of different models 

Fig. 8.  The comparison of model errors for different IoT datasets.
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during the training process. The IoT-PSGDL model also showed the fastest decline rate and reached the lowest 
value in fewer iterations, further demonstrating its advantage in prediction accuracy. The MAE of CNN-LSTM 
and LSTM models decreased slowly, while the MAE of RNN was higher. The F1 values and recall of the four 
algorithms are shown in Fig. 11.

Figure 11 (a) shows the F1 value change of different models. The F1 value of the IoT-PSGDL rapidly increased 
and reached its highest value in fewer iterations, demonstrating its high efficiency and superior performance 
during the training process. In contrast, the F1 values of CNN-LSTM and LSTM models increased slowly, while 

Fig. 9.  Correlation analysis of privacy protection strategies and measures in the IoT.
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the F1 value of RNN model remained at a lower level throughout the entire training process. Figure  11 (b) 
shows the recall changes of different models during the training process. The IoT-PSGDL model also showed 
the fastest upward speed and reached the highest value in fewer iterations, further demonstrating its advantage 
in prediction accuracy. The recall of CNN-LSTM and LSTM models increased slowly, while the recall of RNN 
model remained at a low level throughout the entire training process.

Dynamic evolution and stability analysis of models
To evaluate the performance of privacy protection models, experiments are conducted on two datasets: CIC IoT 
Dataset 2023 and TPCx-IoT Benchmark Dataset. The experiment records the error rate of each model during 
training and testing to evaluate the learning efficiency and generalization ability. The experiment is evaluated 
through multiple indicators, including privacy protection effectiveness, strategy update speed, system response 
time, resource consumption, data transmission efficiency, and data protection rate. The specific results are 
shown in Table 1.

Table 1 displays the experimental results, including IoT-PSGDL, CNN-LSTM, LSTM, and RNN, on the CIC 
IoT and TPCx-IoT. The IoT-PSGDL model achieved a privacy protection effectiveness of 98.25% on the CIC IoT 
dataset, with a strategy update speed of 7.42 updates/second and a system response time of 35.12ms. The privacy 
protection effectiveness on the TPCx-IoT dataset was 97.84%, the strategy update speed was 6.98 updates/
second, and the system response time was 39.57ms. In contrast, CNN-LSTM, LSTM, and RNN models all 
performed poorly in various indicators, especially the RNN, whose privacy protection effectiveness was 85.93% 
and 84.56% on the two datasets, respectively, significantly lower than the IoT-PSGDL model. The IoT-PSGDL 
model has better performance in IoT privacy protection tasks. The performance evaluation indicators of the IoT 
privacy protection model are presented in Table 2.

Table 2 provides performance evaluation metrics for IoT privacy protection models on different datasets, 
including privacy protection continuity, communication delay, strategy flexibility, data storage security, energy 
efficiency, and system throughput. After 150 iterations on the CIC IoT dataset, the IoT-PSGDL model achieved 
privacy protection continuity of 97.56%, communication delay of 54.12ms, strategy flexibility of 93.48%, data 
storage security of 96.75%, energy efficiency of 4.23 joules/GB, and system throughput of 3.65GB/s. On the 
TPCx-IoT dataset, the IoT-PSGDL model underwent 200 iterations, with a privacy protection continuity of 

Fig. 11.  F1 values and recall of four algorithms.

 

Fig. 10.  MSE and MAE of four algorithms.
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96.88%, communication delay of 59.34ms, strategy flexibility of 92.61%, data storage security of 95.42%, energy 
efficiency of 4.08 joules/GB, and system throughput of 3.52GB/s. In contrast, CNN-LSTM, LSTM, and RNN 
are lower than the IoT-PSGDL model in various performance indicators, with the RNN performing the worst 
on privacy protection continuity and system throughput. The experimental results of IoT privacy protection 
strategies are displayed in Table 3.

In Table 3, among all strategies, data encryption performed the best, with a privacy protection success rate of 
96.72% and a privacy leakage probability of only 2.14%. Meanwhile, the attack and defense effectiveness was also 
high, reaching 92.68%. The privacy protection success rate of data anonymization strategy was 94.56%, while 
the privacy leakage probability was 3.25%. Although the system has strong processing capabilities, the privacy 
leakage probability of data anonymization strategy is slightly higher than that of data encryption. The privacy 
protection success rate of the access control policy was 93.84%, the system processing capacity was 820 requests/
second, and the privacy leakage probability was 4.07%. Although its privacy protection effect is slightly inferior, 
it still demonstrates good security and defense effectiveness. The dynamic evolution and stability analysis results 
of the IoT privacy protection model are displayed in Table 4.

Table 4 presents the analysis results of the IoT privacy protection model on dynamic evolution and stability. 
The fitness of the data encryption strategy increased from 0.37 to 0.92 after 100 iterations, with the highest 
stability of 0.85 and final evolutionary stability of 97.56%. The system resource consumption was 4.65 W. The 
data anonymization and privacy policy strategies also showed high fitness improvement and stability, reaching 
fitness of 0.9 and 0.91, respectively, with stability indices of 0.82 and 0.83, respectively. The fitness improvement 

Indicator Data Encryption Data Anonymization Access Control Data Minimization Privacy Policy User Consent

Privacy Protection Success Rate (%) 96.72 94.56 93.84 91.67 92.18 90.32

System Processing Capacity (Requests/second) 850 900 820 750 870 780

Privacy Leakage Probability (%) 2.14 3.25 4.07 5.21 4.89 6.03

Attack and Defense Effectiveness (%) 92.68 89.71 90.55 85.32 87.97 84.12

System Load (%) 45.12 48.53 42.79 50.18 46.64 52.45

Data Storage Security (%) 97.34 95.63 96.21 94.78 96.54 93.85

Strategy Update Time (second) 3.45 3.87 4.15 4.58 3.95 5.02

Table 3.  Experimental results of IoT privacy protection strategies.

 

Model Type Dataset Iterations
Privacy Protection 
Continuity (%)

Communication Delay 
(ms)

Strategy 
Flexibility 
(%)

Data Storage 
Security (%)

Energy 
Efficiency 
(J/GB)

System 
Throughput 
(GB/s)

IoT-PSGDL CIC IoT 150 97.56 54.12 93.48 96.75 4.23 3.65

IoT-PSGDL TPCx-IoT 200 96.88 59.34 92.61 95.42 4.08 3.52

CNN-LSTM CIC IoT 180 94.76 62.21 88.59 93.12 3.92 3.44

CNN-LSTM TPCx-IoT 210 93.12 67.45 86.75 91.36 4.01 3.30

LSTM CIC IoT 170 92.46 70.32 85.14 90.98 4.09 3.12

LSTM TPCx-IoT 180 91.12 74.08 84.23 89.67 4.15 3.07

RNN CIC IoT 220 88.67 79.33 82.41 86.29 4.25 2.98

RNN TPCx-IoT 240 87.54 83.67 80.57 84.12 4.30 2.90

Table 2.  Performance evaluation indicators for IoT privacy protection model.

 

Model Type Dataset Iterations
Privacy Protection 
Effectiveness (%)

Strategy Update Speed 
(updates/second)

System 
Response 
Time 
(ms)

Resource 
Consumption 
(W)

Data 
Transmission 
Efficiency (Mbps)

Data 
Protection 
Rate (%)

IoT-PSGDL CIC IoT 150 98.25 7.42 35.12 0.85 45.76 99.68

IoT-PSGDL TPCx-IoT 200 97.84 6.98 39.57 0.92 44.62 99.52

CNN-LSTM CIC IoT 180 94.61 5.62 42.31 0.78 42.93 98.27

CNN-LSTM TPCx-IoT 210 93.14 5.29 45.03 0.83 41.85 97.95

LSTM CIC IoT 170 92.38 4.80 48.74 0.75 41.02 97.14

LSTM TPCx-IoT 180 90.27 4.60 51.36 0.80 40.50 96.38

RNN CIC IoT 220 85.93 3.21 56.17 0.71 39.64 94.72

RNN TPCx-IoT 240 84.56 3.08 59.24 0.74 38.72 94.11

Table 1.  Experimental results of IoT privacy protection model.
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of access control and data minimization strategies was slightly lower, at 0.88 and 0.85 respectively, and the 
stability index and final evolutionary stability were also relatively low. The fitness of the user consent policy 
improved to 0.87, and the stability and final evolutionary stability were both 0.75 and 94.12%, respectively. The 
system resource consumption was the lowest, at 4.20 W.

Discussion
The proposed IoT-PSGDL model demonstrates notable advancements in addressing IoT privacy challenges 
by integrating evolutionary game theory, signal game mechanism, and deep learning, achieving superior 
performance metrics such as a 98.25% privacy protection effectiveness on the CIC IoT dataset and 7.42 updates/
second efficient strategy updates. Evolutionary dynamics achieves adaptive strategy refinement through 
replication and Fermi update, and real-time interaction driven by signal games is achieved through privacy 
signals processed by LSTM. The synergistic effect between these two enhances the ability to balance long-term 
stability and immediate threat response. Experimental results also highlight the efficacy of data encryption as a 
cornerstone strategy, achieving a 96.72% protection success rate and minimal leakage (2.14%). There is a trade-
off in system load (45.12%) compared to lighter strategies such as data minimization.

However, the robustness and generalizability of the model depend on several assumptions and structural 
features that require critical reflection. A key limitation lies in the assumption of rational behavior among 
stakeholders. Users, devices, network operators, and attackers are modeled as consistently optimizing for 
maximal payoffs, which may not align with real-world scenarios where users might prioritize convenience 
over privacy or attackers employ non-optimal stochastic strategies This idealized rationality can undermine the 
model’s prediction accuracy in environments with noisy or unpredictable stakeholder behaviors. Additionally, 
the centralized architecture underpinning the policy decision-making module (e.g., the strategy filtering and 
deep learning framework in Fig. 5) introduces a vulnerability to single-point failures. Targeted attacks on this 
component may disrupt the policy updates of the entire network, thereby compromising overall privacy protection. 
Although the model exhibits stable convergence in homogeneous datasets, its performance in heterogeneous 
IoT ecosystems faces challenges. These ecosystems are characterized by different device capabilities (such as 
low-power sensors in smart homes, high-throughput industrial controllers in industrial IoT), network latency, 
and resource limitations. For instance, resource-constrained edge devices in real-world deployments (such as 
smart home sensors or industrial IoT gateways) may struggle with the computational overhead of LSTM-based 
signal processing, which requires significant CPU/GPU resources and energy, and may delay policy adaptation 
and convergence, as hinted by the slower evolutionary stability metrics observed in less efficient strategies such 
as user consent (final stability: 94.12%). Furthermore, the signal game framework assumes that attackers operate 
within a defined strategy space, but emerging adversarial techniques such as generating misleading encryption 
signals to evade detection may exploit unmodeled signal patterns, highlighting the need for enhanced robustness 
against evasion attacks.

These limitations underscore opportunities for future research, such as incorporating behavioral economics to 
model bounded rationality, designing decentralized architectures to mitigate single-point risks, and developing 
lightweight neural models or hierarchical edge-cloud frameworks to improve convergence in heterogeneous 
environments. Despite these challenges, the fundamental framework that combines game theory with data-
driven learning provides a solid foundation for addressing dynamic privacy threats. The empirical results have 
validated its effectiveness in multiple IoT datasets and scenarios. Table 5 shows a comparison with previous 
research in this field.

Conclusion
With the continuous development of IoT technology, privacy protection issues have become increasingly 
important. A privacy protection model for the IoT based on evolutionary game theory and signal game mechanism 
was proposed, and the privacy protection strategy was optimized by combining Q-learning algorithm and deep 
learning technology. The method simulates the behavior evolution of multiple participants by introducing 
evolutionary game theory, utilizes signal game mechanism to deal with information asymmetry, and optimizes 
privacy protection effect through deep learning methods. The proposed IoT-PSGDL performed well on the CIC 
IoT dataset, with a privacy protection effectiveness of 98.25%, a policy update speed of 7.42 times/second, and a 
system response time of 35.12ms. In addition, the performance on the TPCx-IoT dataset was also excellent, with 
a privacy protection effectiveness of 97.84%, a policy update speed of 6.98 times/second, and a system response 

Strategy Type Initial Fitness
Fitness After 100 
Iterations Stability

Evolution Time 
(sec)

Convergence Speed 
(Fitness Increase/sec)

Final Evolutionary 
Stability (%)

System 
Resource 
Consumption 
(W)

Data Encryption 0.37 0.92 0.85 120 0.0043 97.56 4.65

Data Anonymization 0.42 0.89 0.82 110 0.0051 96.84 4.35

Access Control 0.35 0.88 0.78 130 0.0049 95.23 4.25

Data Minimization 0.30 0.85 0.74 140 0.0037 93.67 4.10

Privacy Policy 0.40 0.91 0.83 115 0.0054 96.57 4.55

User Consent 0.33 0.87 0.75 125 0.0045 94.12 4.20

Table 4.  Dynamic evolution and stability analysis results of IoT privacy protection model.
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time of 39.57ms. This indicates that the IoT-PSGDL can efficiently optimize privacy protection strategies on 
different datasets, with low response time and high learning efficiency. Among various privacy protection 
strategies, data encryption strategy performed the best, with a privacy protection success rate of 96.72% and 
a privacy leakage probability of 2.14%. The privacy protection success rate of data anonymization strategy was 
94.56%, and the probability of privacy leakage was 3.25%. These results indicate that data encryption not only 
has the most outstanding privacy protection effect, but also has a lower risk of leakage. Although the model 
demonstrates good adaptability, the scalability of large-scale IoT ecosystems faces a bottleneck that combines 
evolutionary game dynamics and deep learning complexity, making edge devices with limited resources, CPU/
GPU, and energy budgets overwhelmed. Computation time, particularly for iterative strategy updates in deep 
learning modules, further prolongs convergence delays and hinders real-time adaptation in heterogeneous 
networks. Different delays can delay the optimal strategy adaptation during the iterative update process. 
Mitigation includes: (1) model lightweighting through parameter quantization and neural architecture search to 
reduce edge computational load for faster signal processing; (2) Hierarchical collaborative architecture: While 
processing real-time signal encoding/decoding on edge devices, dense evolutionary simulations are offloaded to 
the cloud, using federated learning to aggregate decentralized updates without centralized data exposure. These 
measures balance the scalability and privacy efficiency for distributed IoT environments.

Data availability
The datasets used and/or analysed during the current study available from the corresponding author on reason-
able request.
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