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Due to the lack of underground space and lighting in coal mines, coal mine images suffer from low 
contrast, poor clarity and uneven brightness, which severely obstacles the visual task achievement in 
underground coal mines. Since the coal mine dust image has a special black shift, the existing ground 
and underwater defogging methods cannot play a role in the coal mine dust image with the black shift. 
Therefore, this paper proposes a method of coal mine dust image defogging with a three-stream and 
three-channel color balance, which is specially used for the restoration of disturbed coal mine images. 
The method performs color balance on the image R, G, and B channels respectively to eliminate the 
color shift caused by the coal mine environment; then uses a quad-tree subdivision search algorithm 
and dark channel prior to obtain the atmospheric light and transmittance of the three-channel color 
balanced image, respectively; then proposes a weighting algorithm to realize transmittance fusion of 
three-stream coal mine images, and finally realizes coal mine dust image defogging according to the 
haze weather degradation model. Extensive experimental results on the ground, underwater, sand and 
dust images and real coal mine images show that our method outperforms state-of-the-art coal mine 
dust image defogging algorithms and has good generality.

For mining and mining engineering, important applications such as smart mining, mine disaster monitoring 
and robot rescue require clear and high-quality images, however, due to the coal mine environment, the actual 
acquired coal mine images have low visual characteristics such as blur, low resolution and low contrast, which 
cannot meet the needs of vision tasks in coal mines. Therefore, there is a need to develop fast, accurate and 
effective image restoration techniques to improve the sharpness, contrast and color characteristics of coal mine 
images.

Coal mines have a special working environment, and shearers produce a large amount of coal dust during the 
production process, which forms a smoke effect in a light environment1. The camera is affected by this smoke 
effect when capturing images in coal mines, and dust and fog images are usually obtained. Due to the lack of 
underground space and lighting in coal mines significantly different from the surface environment, coal mine 
dust images are more prone to be blurred and have lower resolution and contrast than traditional ground haze 
images (as shown in Fig. 1), and traditional defogging methods cannot effectively recover coal mine dust images.

There have been some attempts to recover and enhance degraded coal mine images1–4. Wu et al.1 proposed 
dark primary color prior and Contrast Limited Adaptive Histogram Equalization (CLAHE)5 algorithm for coal 
mine dust image enhancement. In1, Wu et al. used the quad-tree subdivision6 search method to seek atmospheric 
light and then combined with CLAHE algorithm to enhance the image according to the special conditions of 
coal mines. Although the dust fog in the image is effectively removed, there are still problems such as resolution 
reduction and color distortion. Li et al.2 proposed a cuckoo search-based image enhancement method, which 
significantly improved the brightness and contrast of coal mine images and made the images more distinguished. 
However, the method can not realize image defogging. Shang et al.3 utilized Gaussian white noise to blur the 
coal mine image and restore the image by a K-fold cross-validation BP neural network, but did not consider 
that the actual environment is much more complex than Gaussian white noise.Eventually, image enhancement 
is achieved by training both blurred and clear images, but the method requires many training samples and 
training time. Although the above methods achieve the enhancement of coal mine images, no specialized 
restoration method has been proposed for the images affected by dust. And Tian et al.4 noticed this problem in 
their work and proposed a coal mine image enhancement algorithm based on dual-domain decomposition to 
achieve image defogging in low-frequency images, thus eliminating the effect of dust on the images. However, 
the method simply uses the traditional defogging algorithm to defog the low-frequency images, ignoring the 
color shift effect of the coal mine dust images compared to the ground images. The final recovered images have 
the problem of color distortion, and the defogging effectiveness is not good. In order to solve the problems of 
the above methods and get clearer and more realistic coal mine dust restoration images, this paper proposes a 
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coal mine image restoration method with three-stream and three-channel color balance, which can quickly and 
accurately eliminate the color shift and dust effects of coal mine images. The main contributions of this paper 
are as follows:

• We propose a three-channel color balance algorithm that preserves the mean values of the R, G, and B chan-
nels, respectively, and eliminates the gray shift produced by coal mine dust through a three-channel color 
balanced image.

• We propose a three-stream atmospheric light value estimation algorithm based on the quad-tree subdivision 
search for image defogging.

• We propose a distance level-based weight estimation method for three-stream transmittance fusion.

Related work
Color balance
Different sensitivities of color channels, light enhancement factors and offsets are the main causes of color 
imbalance in images, and color balance process is to correct imbalanced images. In the 1980s, Buchsbaum et 
al.7 developed an integrated mathematical model for color correction based on the color consistency principle. 
Van et al.8 proposed color consistency algorithms based on the gray edge assumption. This algorithm combines 
various known (e.g., gray world, maximum RGB, Minkowski parametrization), newly proposed, and higher-
order gray edge algorithms to achieve color correction. To recover color images more simply and effectively, Li 
et al.9 improved the gray world method and calculated the weights by matching the average color values with 
the gray reference values in the YUV color space. Finally, color restoration of images was achievable. Although 
these methods are classical color correction algorithms, they are not directly suitable for adjusting color shifts or 
casting of dust images. Fu et al.10 performed color correction of images based on a statistical strategy. Although 
the method achieved good results in images with lighter color shifts, it had no effect on images with deep color 
shifts. Wang et al.11 achieved color cast correction by combining two chromaticity components in Lab color 
space, but the corrected images are prone to having blue color phenomenon. Recently, Park et al.12 proposed 
a continuous color balance algorithm for removing the color veil of images in order to solve the defects of the 
above color correction algorithm. The R and B channels of the image were balanced according to the color 
distribution characteristics of yellow sand images. Although this method effectively removes the color veil of 
images, more improvements are needed for the black veil of coal mine images.

Image defogging
The existing defogging methods mainly include priori-based methods13–15, fusion-based methods16–18, and 
learning-based methods19–22. Ancuti et al.13 proposed a fast half-inverse image defogging method by applying 
a single-pixel operation to the original image to generate a “half-inverse” of the image. Then, the atmospheric 
light constant and transmittance were estimated, based on the difference in hue between the original and its 
half-inverse images. Although image defogging was achievable to some extent in13, the defogging effect still can 
be improved. For more accurate and effective image defogging, He et al.14 proposed a dark channel prior (DCP) 
technique for single image defogging, which is simple but shows amazing defogging effectiveness and brings 
great progress to the field of image defogging. Although their work is very effective, the prior does not hold in the 
bright regions of the scene. Therefore, Berman et al.15 proposed a nonlocal prior defogging method by observing 
the color clusters in RGB space for fogged and fog-free images. The clear images were recovered based on the 

Fig. 1. Ground haze image and coal mine dust image.
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fog lines formed by the color clusters. However, these prior-based methods only work well in predetermined 
scenarios23.

Ancuti et al.16 extracted information from two original blurred images and fused important features 
through a white balance and contrast enhancement procedure. Their work demonstrated the applicability and 
effectiveness of fusion-based techniques for image defogging. Gao et al.18 proposed a self-constructed image 
fusion method for single image defogging. The image defogging was achieved by fusing self-constructed images 
with different exposure degrees. Although fusion-based defogging methods do not require a predetermined 
scene, the defogging effectiveness is poor when the fog concentration is high. Learning-based approaches 
have been proposed in recent years to address the drawbacks of the prior and fusion-based methods. Among 
them, Cai et al.19 first proposed an end-to-end network: DehazeNet, which utilized haze images as input to 
estimate the transmittance and recovered fog-free images by the physical scattering model. Since most defogging 
methods use the individual pipe to estimate transmittance and atmospheric light, which reduces the efficiency 
of the defogging model and accumulates errors. Zhu et al.20 introduced a new synthetic generator and depth-
supervised discriminator in their work. Transmittance and atmospheric light can be learned directly from the 
data and a clear image can be recovered from the haze image in end-to-end. Engin et al.21 also proposed an end-
to-end defogging network called Cycle-Dehaze. Unlike work in19,20, Cycle-Dehaze does not rely on atmospheric 
scattering models to estimate parameters but improves the quality of texture information restoration and 
generates visually better fog-free images by incorporating period consistency and perception loss. To remove 
impurities from images more comprehensively, Zhang et al.22 decomposed images into two parts, i.e., basic 
content and detail features to be processed separately. Two parallel branches were used to learn the basic content 
and detail features of haze images, and image defogging was achieved by dynamically fusing the features of basic 
content and image details. Most learning-based defogging methods are trained on pairs of clear and synthetic 
fog images of the same scene, which limits their defogging ability in real situations23. Also, model training takes 
a lot of time, and the robustness and accuracy of the models depend heavily on the size of the training sample set.

Based on the above-related work, we propose a fast, accurate, and highly robust method for defogging coal 
mine dust images, which not only overcomes the shortcomings of existing methods but also effectively solves the 
problems specific to coal mine images.

Methods
Our proposed coal mine dust image defogging model mainly consists of two parts: three-channel color balance 
and three-stream image defogging, and the structure of the coal mine dust image defogging model is shown in 
Fig. 2.

we will introduce the three-channel color balance and three-stream image defogging modules respectively.

Three-channel color balance
Before color balance for the coal mine dust images, the color distribution of the images needs to be analyzed. The 
image color is affected by the coal mine environment (i.e., the low light intensity and the black coal dust) when 
capturing images, and the captured images are usually dark. According to the optical principle, black absorbs all 
colors, thus, different from the processing of other color-shifted images, we need to enhance color in the R, G 
and B channels at the same time.

We first perform the initial color correction using weighted color compensation as shown in Eq. (1):

 Ic
1 (x) = Ic (x) + ∆cI{r,g,b} (x) , (1)

Fig. 2. The overview of our method.
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where Ic
1 (x) represents the pixel of the initial color correction, c represents the color channel, i.e. c ∈ {r, g, b}

; Ic (x) represents the input mine image color channel; I{r,g,b} (x) represents Ir (x), Ig (x) and Ib (x) 
respectively;∆c is the weight of the corresponding color pixel, as shown in Eq. (2) :

 ∆c = δc
md × δc

sr × δc
wm (x) , (2)

where δc
md and δc

sr  represent the global weighting factors of the mean difference and standard deviation rate, 
respectively, which can be obtained from Eqs (3) and (4). And δc

wm (x) is a local weighting factor related to the 
pixel, and the color is corrected according to the intensity of the color pixel, as shown in Eq. (5).

 δc
md = m

(
Ir,g,b

)
− m (Ic) , (3)

 
δc

sr =
σ

(
Ir,g,b

)
σ (Ic) , (4)

 δc
wm (x) = 1 − kIc (x) . (5)

In (3) and (4), m (·) and σ (·) represent mean operation and standard deviation operation, respectively, while k 
in (5) is a control parameter, which can be calculated by Eq. (6):

 
k =

(
1 − m

(
Ir,g,b

))
+ m

(
Ib,r,g

)
2 . (6)

Then, according to the characteristics of coal mine dust images, the initial color-corrected images are normalized 
to guarantee that the color of correcting images look natural, and for this purpose, we propose an image 
normalization method in which the color mean value of each channel is preserved.

According to the gray world theory assumption7, all color values are almost equal and the color in each 
channel is averaged over the whole image as gray, then the normalization method for preserving color mean in 
each channel can be expressed as:

 
Ic

2 (x) = Ic
1 (x) − m (Ic

1 (x))
max

x
Ic

1 (x) − min
x

Ic
1 (x) + m

(
Ir,g,b (x)

)
. (7)

Using the image normalization process can remove the gray veil from the coal mine image and achieve the color 
correction of the coal mine image. In addition, it can be seen from Eq. (7) that the image normalization process 
is influenced by the initial color correction of the image, thus, the initial color correction is crucial for the color 
balance.

Three-stream image defogging module
The three-stream image defogging module is proposed based on the dark channel prior14, and the haze weather 
degradation model14 is represented by Eq. (8):

 I (x, y) = J (x, y) × t (x, y) + A [1 − t (x, y)] , (8)

in the Eq. (8), I (x, y) represents the collected foggy image; J (x, y) is the clear image to be restored; t (x, y) is 
the scene transmittance, which is used to describe the scene image transmittance ability from the air medium to 
the imaging device; A is the ambient atmospheric light. A clear haze-free image can be recovered by calculating 
the transmittance and atmospheric light of the haze image.

According to the dark channel prior principle, the transmittance t (x, y) can be expressed as:

 
t (x, y) = 1−ωmin

(
min

c∈{r,gb}

Ic (y)
Ac

)
, (9)

where, ω is tested its value is 0.95 in14.
It can be seen from Eq. (9) that if we want to obtain the transmittance t (x, y) , we first need to estimate the 

atmospheric light A. To this end, we introduce the quad-tree subdivision search algorithm6 to help estimate the 
atmospheric light of the image. The steps for estimating atmospheric light are as follows:

Step 1: Divide the input hazy map into four rectangular blocks;
Step 2: Find the difference between the pixel mean and the pixel variance in each rectangular block;
Step 3: Take the largest value among the four blocks;
Step 4: Continue steps 1-3 until the rectangular block is less than the set threshold;
Step 5: Take the maximum value of the pixel to make ∥ (Ir (x, y) , Ig (x, y) , Ib (x, y)) − (255, 255, 255)∥  

the smallest.
The estimation process of A is shown in Fig. 3.
In Fig. 3, the red area is the selected area, and the RGB three-channel average of this area can represent the 

atmospheric light: A = [Ar, Ag, Ab] =
[
R, G, B

]
.

Finally, the transmittance t (x, y) can be estimated from the atmospheric light A.
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To recover a clearer coal mine image, we propose a weight estimation method based on the distance level (i.e., 
the difference between one of a series of values and the average value, divided into positive and negative distance 
levels) for fusing the transmittance of three-stream images, as shown in Eq. (10):

 t (x, y) = tf (x, y) + nrtr (x, y) + ngtg (x, y) + nbtb (x, y) , (10)

in Eq. (10),tf (x, y), tr (x, y), tg (x, y) and tb (x, y) represent the transmittance of the original image, color-
corrected images by preserving the mean of R, G and B channels respectively. And nr , ng  and nb are the 
corresponding fusion coefficients, where n is calculated as shown in (11):

 
n = td (x, y)

tm (x, y) , (11)

where tm (x, y) is the mean of tr (x, y), tg (x, y) and tb (x, y); td (x, y)is the difference between tr (x, y) (or 
tg (x, y) or tb (x, y)) and the mean tm (x, y).

Based on the fused transmittance t (x, y) and atmospheric light A, a defogged dust image in the underground 
coal mine is obtained.

Experimental
Our method is implemented using python3.8 and OpenCV on an NVIDIA 2080Ti GPU. Firstly, our method is 
applied to existing ground haze images, underwater images, sand and dust images and real dust images of coal 
mines, respectively. The generality of our method is verified by processing ground haze images, the effectiveness 
of our method on color-shifted images is verified by processing underwater images and sand and dust images, 
and the practicality and accuracy of our method is verified by the defogging results on coal mine dust images. 
Then our method is compared with representative methods, and at the same time a quality evaluation of the 
restoration of mine images is conducted. Finally, a series of ablation studies are designed to validate each module 
of our method.

Experimental results
Our method dehazes existing ground fog images, underwater images, and sand and dust images and compares 
them with the dark channel prior method (DCP)14 and the latest image defogging method IDE24 and RIDCP25, 
the results are shown in Fig. 4.

As shown in Fig. 4, for ground haze images, DCP, IDE, RIDCP and our method can achieve image defogging, 
and our method has better defogging effect compared with the DCP, but the IDE’s defogging effect is better than 
our method. For images with color shifts such as underwater and sand, the DCP does not have a significant 
defogging effect, and the IDE also did not show good defogging and color correction effects. However, our 
method and RIDCP effectively remove the image blur, enhances the image contrast, highlights the image details, 
and has a better restoration. This verifies the generality and effectiveness of our method.

Meanwhile, we defog four sets of coal mine dust images and compare them with the existing latest coal 
mine dust image defogging methods (reproduced by ourselves) and the latest image defogging method IDE and 
RIDCP, the results are shown in Fig. 5.

In Fig. 5, for the input coal mine original image, the DCP, DCP&CLA, MIE, IDE, RIDCP and our proposed 
method all achieve image defogging, but the results vary greatly. The DCP and IDE has the worst defogging 
effect among the six methods, while the DCP&CLA and MIE methods obtain better defogging effect than the 
DCP and IDE, but the visual effect is poor due to the problem of low resolution and color distortion arising from 
excessive image enhancement. Although RIDCP has achieved better recovery effects than DCP, DCP&CLA, 

Fig. 3. Atmospheric light estimation based on quad-tree subdivision algorithm.
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MIE, and IDE, there are still dust and fog effects.Our method not only achieves the best defogging effect, but 
also avoids the disturbances such as color distortion and low resolution, which can demonstrate the practicality 
of our method in the actual coal mine image restoration. IDE and RIDCP are the latest ground image defogging 
method, from the results in Fig. 5, we can see that IDE does not play an advantage in coal mine images, not 
only does not achieve the defogging effect, but also brings color shift, and RIDCP also failed to achieve better 
dehazing effect due to the black offset problem in the underground environment, which further explains the 
necessity of our method.

Quality evaluation
Generally, the evaluation metrics for image restoration effectiveness are divided into two categories, i.e., 
reference and non-reference methods. However, real-world fog-free reference images cannot be used to compare 
the restoration effect of the proposed method and other existing methods, thus this paper uses the non-reference 
method to evaluate the restoration effect. The three available quantification metrics for the non-reference method 
are e (representing the restoration rate of visible edges in haze-free image),r (meaning the quality of restoration 
of contrast in haze-free image), and σ (representing the number of white and black pixels from overexposure and 
underexposure in the recovered image). From26, we know that e, r and σ are calculated as follows:

 
e = Vr − Vo

Vo
, (12)

 
r = exp

[
1
Vr

∑
Pi∈℘r

log (ri)

]
, (13)

Fig. 4. Dehazing results of ground, underwater and dust images.
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σ = Vs

dimxdimy
. (14)

In Eq. (12), Vr  and Vo represent the cardinal numbers of the set of visible edges in restored image and original 
image, respectively. In Eq. (13), Pi is the corresponding element in the set ℘r, and ri is the gradient rate between 
the restored image and the original hazy image. In Eq. (14), Vs represents the total number of overexposed 
and underexposed pixels in the recovered image, and dimxdimy  represents the size of the incoming image.
Therefore, we know that when e and r have larger values, it indicates that the restoration effect is better, and 
when the value of σ is smaller, it has a better restoration effect.

According to the three evaluation indexes of non-reference image restoration, we evaluated the restoration 
quality of the proposed method and existing coal mine image restoration methods, and the evaluation results of 
different methods for the original images of groups 1–4 in Fig. 5 are shown in Tables 1, 2, 3 and 4.

Methods e ↑ r ↑ σ ↓
DCP 5.19 5.28 0.49

DCP&CLA 9.94 8.97 0.81

MIE 10.34 9.90 0.21

IDE 0.44 4.14 3.62

Ours 12.97 10.38 0.18

Table 1. The first group of original mine image restoration effect evaluation.

 

Fig. 5. Dehazing results of coal mine real images.
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The bolded in the table indicates the best result. From the evaluation results in Tables 1, 2, 3, 4, it is clear that 
our method has a better restoration effect than other coal mine dust image restoration methods.

To investigate the effectiveness of our proposed three-channel color balance and three-stream defogging 
model, a series of ablation experiments are designed to verify the effect of each module on the defogging effect 
of coal mine dust images.

Ablation studies
First, for the validation of the three-channel color balance module, we remove the three-channel color balance 
module of the model and directly estimate the transmittance and atmospheric light from the original coal mine 
image according to the dark channel prior and quad-tree subdivision search algorithm6 (shown in Fig.  6), 
and restore the image according to the transmittance and atmospheric light, and the original image and the 
corresponding restored image are shown in Fig. 7.

In Fig. 7, the removal of the three-channel color balance module method is worse in defogging compared to 
our full model, because the image without color balance is affected by the three-channel color shift, which leads 
to a smaller atmospheric light and affects the restoration of the image. It shows that the color balance module has 
an important role in our method for image defogging.

In addition, we also designed an ablation experiment of the three-stream image dehazing module, removing 
the three-stream branch of the module, and passing the color-balanced image through a single dehazing 
module to obtain transmittance and atmospheric light (as shown in Fig. 8). According to the transmittance and 
atmospheric light to restore the image, the original image and the corresponding restored image are shown in 
Fig. 9.

In Fig. 9, both our full model and the method of removing three-stream branches achieve the dehazing of 
the original coal mine image, but compared with our full model, the dehazing effect of removing three-stream 
branches is not ideal, because the single transmittance limits the defogging capability of the model. It can be 
seen from the comparison results that the three-stream branch is also the key to achieve high-quality image 
restoration in our method.

In order to more intuitively display the contribution of the multi-channel color balance module and multi-
stream branch to the restoration of dust and fog images in coal mines, the restored images after removing the 
multi-channel color balance module and multi-stream branch are quantitatively evaluated. The evaluation 
results are shown in Table  5, 6, 7, 8, further verifying the contribution of the proposed multi-channel color 
balance module and multi-stream branch.

Methods e ↑ r ↑ σ ↓
DCP 5.19 4.20 3.03

DCP&CLA 9.44 2.45 0.01

MIE 6.63 7.39 0.80

IDE 6.64 6.69 6.43

Ours 9.90 7.49 4.77

Table 4. The fourth group of original mine image restoration effect evaluation.

 

Methods e ↑ r ↑ σ ↓
DCP 9.00 2.38 3.00

DCP&CLA 5.39 2.42 0.05

MIE 5.34 2.64 0.05

IDE 2.30 6.37 1.60

Ours 11.41 2.72 4.61

Table 3. The third group of original mine image restoration effect evaluation.

 

Methods e ↑ r ↑ σ ↓
DCP 2.15 2.15 3.97

DCP&CLA 0.91 2.28 0.11

MIE 0.85 2.85 0.30

IDE 0.61 2.30 1.78

Ours 2.63 2.91 0.01

Table 2. The second group of original mine image restoration effect evaluation.
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Limitations and future work
Although the method proposed in this paper has achieved good results in coal mine image restoration, there are 
some failure cases in the dehazing of some ground images, as shown in Fig. 10.

It can be seen from Fig. 10 that the restoration effect of our method on the original image in the figure has 
the phenomenon of color distortion and poor dehazing effect. By observing and comparing the results of the 
proposed image restoration method in coal mine and ground images, we analyze two main reasons for the above 
phenomenon. 

 (1) Our method is a color balance module proposed for mine-specific gray-shifted images, which enhances 
three color channels of R, G, and B. Therefore, when performing color balancing for other images with 
monochromatic color shifts on the ground, there is a possibility of over-enhancement, resulting in color 
distortion of the restored image.

 (2) Our method does not consider the distribution of fog concentration in the image when dehazing an image, 
and fog is considered evenly distributed in the image. Therefore, defogging images with different fog density 
distributions in an image leads to poor defogging. Solving the above two problems will be the main content 
of our future work.

Conclusion
We propose a coal mine image restoration method with three-stream and three-channel color balance. First, the 
gray color shift of the mine image affected by light and dust is eliminated by reserving the R, G, and B three-
channel color mean values respectively; Then the atmospheric light and transmittance of the images after color 
balancing in the R, G and B channels are obtained based on quad-tree subdivision search and dark channel prior, 
respectively. Then a distance-level value-based weighting algorithm is designed for the fusion of three-stream 
atmospheric light and transmittance. Finally, the coal mine dust image is defogged transmittance to achieve 
the restoration of coal mine images. We design many experiments on the ground, sand, underwater and real 
coal mine dust images. The restoration experiments on ground, sand and underwater images demonstrate the 
generality of our approach. Experiments on real coal mine dust images and comparisons with other methods 
show that our method not only meets the practical requirements of coal mine dust image defogging but also has 
better restoration results compared with existing methods.

Fig. 6. Removing the three-channel color balance module of our method.
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Fig. 7. Dehazing results of our method and the removal three-channel color balance module method on coal 
mine dust images.
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Fig. 8. Dehazing results of our method and the removal three-channel color balance module method on coal 
mine dust images.
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Fig. 9. Dehazing results of our method and the remove three-stream branching method on coal mine dust 
images.
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Methods e ↑ r ↑ σ ↓
Ours 9.90 7.49 4.77

w/o color balance 9.25 6.93 4.69

w/o multi-stream branch 9.47 7.05 4.72

Table 8. The fourth group of original mine image restoration effect evaluation.

 

Methods e ↑ r ↑ σ ↓
Ours 11.41 2.72 4.61

w/o color balance 11.39 2.68 4.64

w/o multi-stream branch 11.33 2.69 4.62

Table 7. The third group of original mine image restoration effect evaluation.

 

Methods e ↑ r ↑ σ ↓
Ours 2.63 2.91 0.01

w/o color balance 2.17 2.34 0.21

w/o multi-stream branch 2.26 2.36 0.19

Table 6. The second group of original mine image restoration effect evaluation.

 

Methods e ↑ r ↑ σ ↓
Ours 12.97 10.38 0.18

w/o color balance 12.43 9.95 0.21

w/o multi-stream branch 11.37 9.02 0.22

Table 5. The first group of original mine image restoration effect evaluation.
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Data availability
The datasets used in the present study are available from  h t t p s :   /  / g i t h u  b . c o  m / c a o p  p i  n g /  D e h a z i  n g C o a l  M i n e D  u s t 
I m a g  e s . g i t, the datasets’ name is Allimage.zip.
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