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Personal and family history of suicidal thoughts and behaviors (PSH and FSH, respectively) are
significant risk factors associated with suicides. Research is limited in automatic identification of such
data from clinical notes in Electronic Health Records. This study developed deep learning (DL) tools
utilizing transformermodels (Bio_ClinicalBERTandGatorTron) to detect PSHandFSH in clinical notes
derived from three academic medical centers, and compared their performance with a rule-based
natural language processing tool. For detecting PSH, the rule-based approach obtained an F1-score
of 0.75 ± 0.07, while theBio_ClinicalBERT andGatorTron DL tools scored 0.83 ± 0.09 and 0.84 ± 0.07,
respectively. For detecting FSH, the rule-based approach achieved an F1-score of 0.69 ± 0.11,
compared to 0.89 ± 0.10 for Bio_ClinicalBERT and 0.92 ± 0.07 for GatorTron. Across sites, the DL
tools identified more than 80% of patients at elevated risk for suicide who remain undiagnosed and
untreated.

Suicide represents a critical public health challenge globally, ranking as the
second leading cause of death among people between 15 and 29 years old1.
In theUnited States, it is the tenth leading cause of death overall and ranked
second for those aged 10 to 34, as reported by the Centers for Disease
Control andPrevention2. In 2020, suicide rate amongU.S. veterans—ahigh-
risk population—was 1.57 to 1.66 times greater than in the non-veteran
adult population, when adjusted for age and sex differences3. However,
patients at risk of suicide often remain underdiagnosed for a variety of
reasons such as stigma associated with mental health issues and the lim-
itations of diagnostic codes in capturing the complexity of mental health
conditions4. Recognizing warning signs and addressing risk factors with
effective early interventions are crucial in suicide prevention and mental
health promotion5–8. Personal and family history of suicidal thoughts and
behaviors (PSH and FSH, respectively) significantly increase future suicide
risk, emphasizing the importance of identifying these factors9,10.

Based on the existing literature, suicidal thoughts andbehaviors (STBs)
broadly encompasses thoughts, behaviors, actions, and emotions linked to
suicide and self-harm11. STBsmanifests in various forms, including suicidal
ideation (SI), suicidal behavior (SB), and suicide attempts (SAs), each car-
rying distinct implications for individuals. SI entails a range of thoughts and

preoccupations with death and suicide, varying in intensity from fleeting
thoughts to detailed plans12. Although its definition may vary and often
evolves, SB generally refers to any self-directed actions with potential leth-
ality, ranging from preparatory acts to completed suicides11. Thus, it is
critical to develop effective methods to identify individuals with STBs that
often are underdiagnosed to improve themanagement of suicide prevention
and treatment.

Understanding, predicting, and preventing STBs is a complex and
challenging task. Over the years significant efforts have been made in
developing and testing STB risk assessment tools in a wide variety of
population13. Existing tools have inadequate reliability and low positive
predictive value (PPV) in distinguishing between low and high-risk
patients14. Moreover, majority of these tools offer STB risks assessment over
longer time windows (e.g., 6- or 12 months) which is of limited clinical
utility for suicide prevention interventions13. This requires newer approa-
ches, such as electronic health record–derived algorithms, Internet-based
screening methods, and ketamine’s potential benefit for preventing
attempts, according to Mann et al.15. More recently, with the availability of
patient Electronic Health Records (EHRs) and advances in computational
methods such as natural language processing (NLP), machine learning
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(ML), anddeep learning (DL), there are opportunities to develop automated
tools to assess and intervene STBrisks in real-time. Identifying risk factors in
real time should be a critical component of any automated risk assessment
tool. The most prominent example of such a suicide risk prediction and
prevention effort is the REACH VET (Recovery Engagement and Coordi-
nation for Health—Veterans Enhanced Treatment) program from the
Veterans Health Administration16,17. REACH VET program, already in
practice since 2017, uses a machine learning model to identify patients at
high risk of suicide. Inputs to the model are 61 risk variables derived from
the veterans’ health records. Each patient received a risk score, and those
who fell in the top 0.1% risk stratumwere identified to receive intervention.
The risk model, however, used only structured data available in EHRs and
reported a C statistics that varied from 0.836 (all health systems) to 0.634
(psychiatric inpatient settings). Clinical notes in EHR are one other critical
information available to clinicians during encounter with patients and can
significantly improve the predictive value of any risk assessment tools18.

EHRs have been widely used to study phenotyping and risk prediction
models19. Notably, the majority of suicide decedents had a physician visit in
the year prior to their death and 45% had a visit in the last month of life,
highlighting the potential of EHR data in suicide risk prediction and
prevention20. While International Classification of Disease (ICD-9/10)
diagnosis codes in EHRs are used to document STBs, their sole use has
proven insufficient21. This inadequacy is partly because details like personal
and familyhistoryof STBs are oftenonly recorded in clinical notes insteadof
ICD-9/10 diagnoses codes. The ICD-9 coding system had no defined
diagnosis codes to document the historical aspect of STBs. Personal history
of self-harm was introduced only in 2016 when ICD-10 coding system was
formally adopted across the US. For family suicide history, ICD-10 intro-
duced “z81.8” as the code for self-harm in the family. However, FSH is often
considered as a risk factor andmany physiciansmay be reluctant to use this
code for diagnosis purpose. NLP and ML/DL techniques show promise in
effectivelymining clinical notes for information that arenot readily available
in structured data. Most recently, transformer-based architectures have
facilitated building high-performance models and fine-tuning has made it
possible to effectively utilize these models for a wide variety of tasks. Since
these language models (e.g., BERT, ChatGPT, LLaMA, FLAN) have been
trained using very large datasets, they possess contextual knowledge, and
fine-tuning them with problem-specific data can achieve substantial
improvement in performance22. In particular, the BERT (Bidirectional
EncoderRepresentations fromTransformers)models effectively capture the
interaction between a key clinical concept and their surrounding context,
and have shown superior performance in various NLP tasks including text
classification23.

Advancements in automated detection of STBs from clinical notes
have shown varied success24–33. These approaches, ranging from rule-based
algorithms to ML techniques, primarily focus on identifying suicidal ten-
dencies without distinguishing between current and historical events. Fer-
nandes et al. developed an NLP method to detect SI and SA using a
psychiatric clinical research database, but no distinction is made between
current orhistoric events29. Similarly,Carson et al. developedanMLmethod
to identify SB among psychiatrically hospitalized adolescents, but the clas-
sifier was trained to detect SB without any distinction on whether these
events are current or historic25. Previously, we also reported a weak super-
visionNLPmethod for thedetectionof current SI28. Todate, there have been
no studies reported specifically on personal and family histories of STBs,
despite the critical but different insight that such informationmayoffer.Our
study addresses this gap by developing and evaluating novel NLP and DL-
based tools to detect both PSH and FSH from clinical narratives, tested
across diverse patient cohorts in three academic medical centers in the U.S.

Results
The patient cohorts are predominantly women across all three study sites:
60.4% at WCM, 63.3% at NM, and 67.7% at UF. The study involved
examining 301 notes from 134 patients at WCM, 400 notes from 313
patients at NM, and 400 notes from 341 patients at UF. Notably,

demographic variations (Table 1) were evident across the sites, particularly
in age, race, and ethnicity. BothWCM(32.8%) andUF (33.4%) had a higher
representationofolderpatients (aged60orolder) compared toNM(17.9%).
The UF cohort (36.4%) had a higher representation of Black patients when

Table 1 | Demographics characteristics and ICD diagnosis of
patients for which the gold standard corpora were developed
and used for evaluating the performance of the NLP and DL
methods at the three sites

WCM NM UF

Total patients (n) 134 313 341

Total notes (N) 301 400 400

Avg age (SD) on date of note
documented

48.43(18.2) 44(14.5) 52.18(15.1)

Age categories

<18 2(1.5%) 1(0.3%) 4(1.2%)

18–39 47(35.1%) 127(40.6%) 66(19.4%)

40–59 41(30.6%) 129(41.2%) 157(46%)

≥60 44(32.8%) 56(17.9%) 114(33.4%)

Sex

Female 81(60.4%) 198(63.3%) 231(67.7%)

Male 53(39.6%) 115(36.7%) 110(32.3%)

Race

Native/Alaskan 0(0.0%) 2(0.6%) 0(0%)

Asian 4(3.0%) 5(1.6%) 2(0.6%)

Black/AA 10(7.5%) 44(14.1%) 124(36.4%)

Hawaiian/PI 0(0.0%) 1(0.3%) 0(0%)

White 86(64.2%) 229(73.2%) 203(59.5%)

Other/Declined /Unknown 34(25.4%) 32(10.2%) 12(3.5%)

Ethnicity

Hispanic 12(9.0%) 44(14.1%) 10(2.9%)

Non-Hispanic 120(89.6%) 255(81.5%) 328(96.2%)

Other/Declined/Unknow 1(0.7%) 32(10.2%) 3(0.9%)

Marital Status

Single 83(61.9%) 167(53.4%) NA

Married 30(22.4%) 99(31.6%) NA

Divorced 13(9.7%) NA NA

Widowed 7(5.2%) NA NA

Other 1(0.7%) 47(15%) NA

ICD diagnosis of SI on analyzed encounter

Yes 1(0.7%) 9(2.9%) 5(1.5%)

No 133(99.3%) 304(97.1%) 336(98.5%)

ICD diagnosis of SB on analyzed encounter

Yes 0(0.0%) 6(1.9%) 2(0.6%)

No 134(100.0%) 307(98.1%) 339(99.4%)

ICD diagnosis of SI before analyzed encounter

Yes 1(0.7%) 31(9.9%) 27(7.9%)

No 133(99.3%) 282(90.1%) 314(92.1%)

ICD diagnosis of SB before analyzed encounter

Yes 1(0.7%) 23(7.3%) 17(5.0%)

No 133(99.3%) 290(92.7%) 324(95.0%)

Provider specialty

Psychiatric 31(23.1%) 669(21.1%) 2(0.6%)

Non-Psychiatric 103(76.9%) 247 (78.9%) 339(99.4%)

Fields where data is not available are indicated by “NA”.
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compared toWCM (7.5%) and NM (14.1%) cohorts. Additionally, a larger
proportion of non-Hispanic patients were observed at UF when compared
to WCM and NM sites (96.2% vs 89.6% and 81.5%). Across all sites, more
than 90% of the patients had no recorded diagnosis of STBs (either pre-
existing or concurrent with the note date), according to the ICD-9/10 codes
in their medical records.

The rule-based NLP tool demonstrated varying performance across
different sites (Table 2). Specifically, the macro-average F1-scores ranged
from 0.81 to 0.63 for PSH and 0.80 to 0.58 for FSH when evaluated against
the corresponding gold standards. Notably, the highest performance for
bothoutcomeswas recorded atWCM.The lowest performance forPSHwas
observed atUF, primarily as a result of a reduced recall of 0.60. Similarly, for
FSH, the lowest performance occurred atNM,mainly because of a low recall
of 0.44.

The performance of the DL-based tools is shown in Table 3. For PSH,
utilizing Bio_ClinicalBERT-basedmodel yielded F1-score of 0.88, 0.73, and
0.88 at WCM, NM and UF, respectively. In contrast, the GatorTron-based
model demonstrated superior performance for PSH with F1-score of 0.92,
0.78, and 0.83 at WCM, NM and UF, respectively.

For FSH, both methods showed comparable effectiveness:
Bio_ClinicalBERT-based DL achieved F1-score of 0.88, 0.81, and 1.00 at
WCM, NM and UF, respectively, while GatorTron-based DL reported
slightly higher scores of 0.88, 0.90, 1.00 atWCM, NMandUF, respectively.

In the WCM cohort of 134 patients, while manual annotation identi-
fied 45 (33.6%)patientswith aPSHand14 (10.4%)patientswith aFSH,only
1 (2.2%)PSHpatient and1 (7.1%)FSHpatienthad relevant ICDcodesonor
before the notes report date. ICD-9 code 950.3 (Suicide and self-inflicted
poisoning by tranquilizers and other psychotropic agents) was observed for

onepatientwhowaspositively identified ashavinga familyhistoryof suicide
by the NLP classifier. Conversely, the DL-based GatorTron tool accurately
detected 42 (93.3%) of the PSH cases and 12 (85.7%) of the FSH cases from
patient notes. No ICD code exists for FSH, precluding direct comparison of
underdiagnosis in EHRs. In the NM cohort of 313 patients, while manual
annotation identified 97 (31.0%) patients with PSH and 57 (18.2%) with
FSH, only 9 (9.3%) PSH and 6 (10.5%) FSHpatients had ICD codes for STB
on or before the notes report dates. GatorTron, however, successfully
identified 78 (80.4%) of the PSH cases and 51 (89.5%) of the FSH cases from
notes. In the UF cohort of 341 patients, manual annotation identified 64
patients with PSH and 12with FSH. Of these, only 5 (7.8%) PSH and 0 FSH
patients had any ICD code for SI or SB on or before the notes report date.
GatorTron, successfully identified 57 (89.0%) of the PSH cases and 12
(100%) of the FSH cases.

Discussion
Individuals with a PSH or a FSH have an increased risk for future suicide
events. However, none of the existingmethods reported for the detection of
STB specifically lookedat thehistorical natureof these events.Wedeveloped
rule-basedNLP andDL tools todetectPSHandFSH fromclinical notes and
compared results basedon clinical diagnoses. The algorithmswere validated
by comparison to manually annotated clinical notes of patients with dif-
ferent characteristics from three different academic medical centers in the
U.S. For both PSH and FSH, the DL methods showed higher performance
than the rule-based NLP method across all three sites. Given that prior
efforts to detect STBs from clinical notes did not focus specifically on the
historical aspect of suicidality, a direct comparison of the performance of
our current tools with existing literature is not feasible. Fernandes et al.
developed an NLP method to detect SI and SA using a psychiatric clinical
research database and reports a sensitivity of 0.88 and a precision of 0.92 for
SI and sensitivity of 0.98 and a precision of 0.83 for SA29. The reported study
implemented both a rule-basedNLP andMLmethods to identify SI and SA.
Also, using aweak supervisionNLPmethod, efforts fromour group recently
reported an F1-score of 0.82 for the current SI28. The rule-based NLP
implemented in this study excluded all historical mentions of SI. Similarly,
Carson et al. developed an ML method using terms extracted from clinical
notes to identify SB among psychiatrically hospitalized adolescents and
reported a sensitivity of 0.83, specificity of 0.22, and AUC of 0.6825. The
study analyzed clinical notes for suicide attempt from73 adolescent patients
who were selected from a self-reported survey of having suicide attempt in
the past year prior to an index hospital admission. Relevant terms were
extracted from clinical notes through NLP, mapped to corresponding
UMLSCUI’s, and used in training and testingmultipleML-based classifiers
for suicidal attempt. While the current rule-based tool demonstrates good
performance at the development site (WCM), its performance at external
sites (NM and UF) was lower, suggesting room for further improvement.

Table 3 | Performance of the Transformer based DL tools at the three sites

WCM (n = 301) NM (n = 400) UF (n = 400)

Bio_ClinicalBERT GatorTron Bio_ClinicalBERT GatorTron Bio_ClinicalBERT GatorTron

PSH

Accuracy 0.89 0.93 0.74 0.79 0.91 0.87

Precision 0.90 0.93 0.75 0.81 0.86 0.80

Recall 0.89 0.92 0.74 0.79 0.91 0.87

F1-score 0.88 0.92 0.73 0.78 0.88 0.83

FSH

Accuracy 0.90 0.91 0.84 0.91 1.00 1.00

Precision 0.88 0.85 0.79 0.89 1.00 1.00

Recall 0.90 0.91 0.84 0.91 1.00 1.00

F1-score 0.88 0.88 0.81 0.90 1.00 1.00

Table 2 | Performance of the rule-based NLP tools at the
three sites

WCM (n = 301) NM (n = 400) UF (n = 400)

PSH

Accuracy 0.82 0.79 0.84

Precision (macro average) 0.81 0.67 0.77

Recall (macro average) 0.83 0.69 0.60

F1-score (macro average) 0.81 0.68 0.63

FSH

Accuracy 0.94 0.91 0.98

Precision (macro average) 0.79 0.85 0.99

Recall (macro average) 0.80 0.44 0.62

F1-score (macro average) 0.80 0.58 0.69

https://doi.org/10.1038/s41746-024-01266-7 Article

npj Digital Medicine |           (2024) 7:260 3

www.nature.com/npjdigitalmed


The Transformer-based BERT model, on the other hand, has comparable
performances at both the development sites and external sites making it a
better choice for detecting history of STB. Moreover, the DL-based tools
were fine-tuned on relatively small number of notes (gold standard corpus)
from each site which reduces the overall development effort required. In
contrast, the rule-basedNLP tools relied on an iterative process ofmanually
defining lexicon and implementing specific set of rules using a large
development corpus.

Error analysis at the three sites further suggests that documentation
practices vary widely when reporting historical aspects of STBs. For
instance, at NM, notes with suicidal events documented using a timestamp
accounted for the majority of false negative cases and contributed towards
the low recall. This includes examples such as “on xx/xx was hospitalized x
wk for suicide attempt by overdose”, “Suicidal ideation xx/xx/xxxx”, and
“suicide attempt xxxx”. At both NM and UF, some false negative cases of
PSH arise due to the fact that annotators interpreted history of STB from
certain statements that do not conform to the concept-modifier rule we
established within the NLP algorithm. Examples include mentions of a
specific date in the past such as “who presents to NNNNN in xx/xx for
medication management for depression after visiting the ED for passive
suicidal ideations.”, “No longer suicidal”, and “Suicide attempts: His only
suicide attempt was as a teen”. False positives for PSH aremainly due to the
inadequacies of the heuristics rule we applied when there are multiple
instances of suicide history mentions in a document. Examples include
“Prior suicide attempts: none Prior self-mutilation: none Prior suicidal
ideation: current Prior violence: none” and “History of suicidal/homicidal
ideation/behaviors: Pt denies”. In the case of FSH, at both NM and UF, the
(family) concept-modifier rule that we established in the NLP algorithm
was found to be inadequate to capture some of the documented cases of
FSH. Examples of false negatives include “Family Psychiatric History:
Mother - depression Great grandfather - suicide” and “she endorsed some
psychotic symptoms that appeared to surface when the patient is under
significant stress (suicide attempt by father, getting married, and presently)”.
Examples of false positives include “Family history unknown: Yes Columbia
Suicide Severity Rating Scale Columbia Suicide Severity Rating Scale (C-
SSRS)”, and “Relatives or friends with suicidal ideation? yes, foster father
committed suicide when she was xx”.

The DL tools we developed demonstrated robustness to the varying
documentation practices and patient populations presented across the three
sites. We analyzed clinical notes from diverse healthcare settings at WCM,
NM, and UF to understand documentation practices in different medical
environments and clinical settings. WCM’s cohort primarily came from
general outpatient settings, focusing on mental health diseases and health
maintenance, with detailed notes on personal and family health histories,
including mental health and suicidality indicators. At NM, the data
encompassed a wider range of settings, including ED, inpatient, and out-
patient services. Notes from the ED and inpatient settings often capture
more immediate and acute health concerns, potentially including emergent
personal mental health crises like STBs. ED notes, while comprehensive,
varied in family mental health details. Outpatient notes at NM, similar to
WCM, would likely include comprehensive health histories of patients but
with varying degrees of details regarding mental health, depending on the
clinician’s specialty and primary reason for the outpatient visit. At UF, the
clinical notes were specifically collected from patients with at least 1 out-
patient visit andprescribedopioids in anoutpatient setting. In such a setting,
provider notes are expected to be centered around oncological care, treat-
ment plans, and follow-ups.However, these notes can also be rich sources of
information regarding a patient’s mental health, as dealing with a cancer
diagnosis can significantly impact psychological well-being. The likelihood
of encountering explicitmentionsof personal or familyhistoryof STBmight
be higher in this context, given the profound emotional and psychological
implications of cancer on patients and their families. The comparable
performance of the DLmethods at the three sites, despite the fact that notes
were originated at different clinical settings, suggest the general suitability of
this method in detecting history of STB from clinical notes.

Prior research has shown that major psychiatric illness, previous sui-
cide attempts, ideations, and behaviors, as well as suicide among family
members are primary risks for future suicide events34,35. Gathering indivi-
dual, family, and community level suicide risk relevant data is therefore
essential in developing effective suicide risk assessment tools. To be prac-
tically useful, such tools will be brief enough to be conducted in a primary
care or psychiatric setting and will identify a threshold beyond which pre-
ventive action should be taken. Although physicians have access to clinical
notes for each individual patient, manually going through tens of hundreds
of notes is technically challenging, and information such as history of STBs
may be overlooked. In recent years, there have been some efforts developing
STB risk prediction tools using information extracted from clinical notes. In
a case-control study on investigating the potential impact of including NLP
extracteddata in suicide risk prediction using aMLmodel, Levis et al. found
that variables derived from clinical notes indeed improved the prediction
performance18. Similarly, Adamou et al. implemented ML algorithms uti-
lizing text-mining techniques to predict within a specified period which
people are most at risk for suicide at the time of referral to a mental health
service and found that including clinical variables extracted from notes
significantly improved the risk prediction performance36. Bittar et al. found
that including text features along with structured data from EHR in suicide
risk predictionmodels significantly improves the prediction performance37.
Ben-Ari et al. implemented a RandomForestsmethod to predict STBover a
10 year period using data extracted fromclinical records of 250,000 veterans
and reported a ROC of 0.8638. Similarly, McCoy et al. implemented
regression models for predicting suicide or accidental death after discharge
from hospitals and found that incorporating variables extracted from nar-
rative discharge notes improves stratification of risk for death by suicide39.
None of these reported studies however extracted PSH or FSH as one of the
clinical variables from notes, or included them as part of any risk prediction
model. In this regard, the present study on extracting PSH and FSH from
clinical notes has significant utility in developing and implementing more
effective suicide risk prediction models.

Previous research indicates that mental health conditions were
inadequately recorded as structured ICD or SNOMED codes in EHRs, but
weremore likely to be documented in patient notes40. Our prior study found
that among patients identified through NLP-based approach as having
PHQ-9 scores—a clinical instrument measuring depression severity—31%
showed scores suggesting major depressive disorder, yet lacked a corre-
sponding structured ICD or SNOMED diagnosis code41. The study used
interface terminology items within Epic corresponding to ICD-9 codes
starting with 311.*, 300.4*, 292.2*, or 292.3* and ICD-10 codes F32.* and
F34.1* for defining depression in general. For major depressive disorder in
particular, the study used interface terminology items corresponding to
ICD-9 codes 292.2 or 292.3 and ICD-10 codes F32.*. Sources of diagnosis
codes in the EHR included the patient’s problem list, medical history,
encounter diagnoses, and billing diagnoses. The current study reveals a
similar pattern of underdiagnosis when relying solely on ICD codes. The
observed low ICD codes for STB could be interpreted as due to a multitude
of factors. At bothWCMandUF, our cohorts partly consist of patients who
received care during the period when ICD-9 coding system were still being
used for documentation of diagnosis, for which there was no specific codes
for PSHor FSH.We should also point out that traditionally ICD codes were
used in EHRsmainly for the purpose of billing. Clinicians not always report
ICD codes for a given health condition, thus further underscores the
importance of extracting information relevant toPSHandFSHfromclinical
notes. In this study we investigated under-diagnosis from the perspective of
clinical documentation where we looked at the availability of ICD diagnosis
code for PSH and FSH in the EHR dataset. We did not consider the wider
question of when and under what conditions clinicians should diagnose
STBs, which is beyond the scope of our current study.

Althougha comprehensivediscussion is beyond the scopeof this study,
under-diagnosis of STBs is also a consequence of stigma and discrimination
associatedwithmental health illnesses and suicidality. Stigma and perceived
discrimination among individuals with mental illnesses and suicidality are
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well documented4,42. When documenting in EHRs and communicating
diagnostic information to patients and their families, physicians are often
faced with conflicting bioethical considerations of what level of information
is appropriate in a given situation. Physicians may be reluctant to give a
diagnosis code due to concerns about its impact on individuals due to the
perceived stigmaanddiscrimination. Inparticular, self-stigma (occurswhen
negative stereotypes are internalized) leading to low self-esteem, shame and
hopelessness might impede individual seeking help from mental health
professionals.

The current study, while advancing the field of suicidality detection
using NLP and DL tools through a multi-site approach, faces several lim-
itations. Primarily, the lexicon for STB and history modifiers was restricted,
leading to moderate performance at external sites due to missed keywords
specific to those locations. This issue is particularly pronounced in self-harm
behavior identification, where diverse operational definitions exist and
behaviors like cutting andburning arenotuniformlydocumented.Note that
we excluded terms such as “cutting” and “burning” from our lexicon during
development as these terms can occur in various other contexts outside of
STBs. However, such terms can also occur in the context of life threatening
self-harm behavior of patients and may have adversely contributed to the
performance of the algorithm. Local customization of the lexicon could
enhance algorithm accuracy. Secondly, the rule-based NLP and DL tools
were tested across three academic medical institutions, which may not
reflect the broader healthcare system. While the data from NM encom-
passed diverse clinical settings and specialties, broader testing across various
contexts is essential to confirm the efficacy and adaptability of our tools.
Thirdly, modern EHR systems use pre-defined templating component in
organizing and documenting clinical notes. The extent to which these
templates are included in notes varies widely across the three sites. While
notes from WCM and UF are mostly in free-text format with little or no
templating components, those from NM exhibit a mix of semi-structured
andunstructured formats varyingwith the typeof note.Our rule-basedNLP
algorithm did not account for possible templating structure and may have
impacted negatively on the performance.

In conclusion, our study highlights the significant potential of rule-
basedNLP andDL tools in identifying personal and family histories of STB,
which are often only recorded in free-text notes within various EHR sys-
tems. This approach marks an important step towards developing an
effective risk prediction model in suicide prevention efforts. Our findings
indicate that traditionalmethods of structured information collectionmight
miss up to 90%of patients exhibiting suicidal thoughts or behaviors, as these
are often only mentioned in unstructured clinical notes. For about 80% of
these cases, our developed models prove effective in extracting this critical
information, underscoring the value of these tools in enhancing mental
health assessments. The DL-based approach achieves a higher and more
robust performance across diverse health care systems compared to rule-
basedNLP. Futureworks include development and testing of practical STBs
risk prediction models by including PSH, FSH and information such as
social and behavioral determinants of heath from clinical notes as part of
potential predictors. To this end our group has already implemented several
ML models to predict the risk of STBs among patients prescribed opioids
using structured data in EHR (unpublished work).

Methods
Study setting and data sources
The rule-based NLP and DL tools were developed and validated at three
academic medical centers: Weill Cornell Medicine (WCM), Northwestern
Medicine (NM), and the University of Florida Health (UF) to enhance the
generalizability and portability of our tool. This multi-site study was con-
ducted with the approval of The Weill Cornell Medicine Institutional
Review Board (Protocol No. 22-05024878), The Northwestern University
Institutional Review Board (Protocol No. STU00218389), and The Uni-
versity of Florida Institutional Review Board (Protocol No. IRB202001100),
ensuring adherence to ethical standards and patient privacy regulations.
Informed consent was waived as it is not practicable to obtain consent from

large numbers of patients for a retrospective cohort study. In order to
enhance the generalizability of the NLP andDL tools, we assembled clinical
notes fromdiverse patient cohorts seeking care fromoutpatient ambulatory
services, emergency department (ED), inpatient care from multiple spe-
cialties. For PSH, we implemented a rule-based NLP method and two DL
methods using the Bio_ClinicalBERT andGatorTron Transformermodels.
Similarly, for FSH we implemented a rule-based NLP method and two DL
methods using the Bio_ClinicalBERT andGatorTron Transformermodels.
In the gold standard corpora from each site, we gathered demographic data
and recorded diagnoses of SI and SB for the respective patients.

The training data for this study was sourced fromWCM, an academic
medical center in New York City affiliated with NewYork-Presbyterian
Hospital. The dataset comprised of more than 13.8 million clinical
encounter notes derived from patients (N = 177,993) who were either pre-
scribed antidepressants or diagnosed with mental health conditions
between 2000-2020. Clinical notes consisted of progress notes (49.4%),
telephone encounters (32.3%), patient instructions (2.1%), letters (2.0%),
nursing notes (0.4%), and unknown types (13.8%). The notes, authored by
clinicians from various specialties including internal medicine, psychiatry,
anesthesiology, and pain medicine, offer a rich, unstructured collection of
information, reflecting the diversity of clinical environments and the
variability levels of detail provided. When queried the 13.8 million notes
with a filter of having a character string “suicide”, it resulted 194,204 notes,
from which we randomly selected 1,301 notes. Of the 1,301 notes, 1000
notes were used for the development of the rule-based NLP method. The
remaining 301 notes were used for the development of gold standard for
evaluating the NLP method. The same gold standard was used for the
training and testing of the DL tools.

NM is a comprehensive academic medical center located in Chicago,
IL. The NM Enterprise DataWarehouse is an integrated data platform that
provides secure, centralized access to clinical andancillarydata sources from
all inpatient and outpatient settings. It consolidates data fromNorthwestern
Memorial HealthCare, the Feinberg School of Medicine at Northwestern
University, and Northwestern Medicine Regional Medical Group. The 400
notes used for the validation study were randomly collected from the
integrated system between January-December, 2018. The gold standard
corpus consisted of 3 (1%) assessment&plannotes, 23 (7.3%) consult notes,
4 (1.3%)discharge/summarynotes, 21 (6.7%)EDnotes, 26 (8.3%)History&
Physical notes, 12 (3.8%) plan of care notes, 167 (53.4%) progress notes, 63
(20.1%) psychiatric note, 3 (1%) telephone encounters, and 16 (5.1%) notes
of other types. The clinical notes used for validation were written by 66
(21.1%) psychiatric specialists and 247 (78.9%) non-psychiatric specialists.

The UF Health Institutional Data Repository (IDR) is a clinical data
warehouse that aggregates data from the university’s various clinical and
administrative information systems, including the Epic (Epic Systems
Corporation) system. At UF, the corpus was developed using a random
sample of 400 clinical notesderived froma cohort of individualswith at least
one prescription of opioids between 2016 and 2019 recorded in the IDR.
Patientswith pain conditions or those prescribed opioids are at an increased
risk of STBs. Adult patients aged ≥18 who had at least one outpatient visit
and at least one eligible opioid prescribing order (excluding injectable and
buprenorphine approved for opioid use disorder) were included in the
patient sample. The gold standard corpus consisted of 13 (3.3%) consult
notes, 6 (1.5%) discharge summary, 11 (2.8%) ED notes, 10 (2.5%) H&P
notes, 319 (79.8%) progress notes, 8 (2.1%) psychiatric inpatient notes, and
33 (8.4%) other or unknown types.

Evaluation of the NLP and DL tools
The performance of the rule-based NLP and DL tools was evaluated using a
gold standard corpus developed by manual annotation using an annotation
tool. We used the manual in-file annotation (NM) and Brat annotation tool
(WCM, UF) to identify relevant concepts in notes collected from the corre-
sponding EHR systems43. At each site, we set up a secure instance of the
annotation tool with the same annotation scheme. All annotators were given
the same annotation guidelines. These guidelines (Supplementary Note 1)
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include finding allmentions of personal history of STBs and family history of
STBswithin the note.All instances of PSHandFSHalongwith their negation
status were extracted. The label was assigned based on majority votes across
negation statuses. In case of a tie, the negation status of the last instance is
used. Using the above heuristics, for each note the annotator made a binary
classification of positive or negative for PSHandpositive or negative for FSH.
After both annotators completed annotations on the documents, any dis-
agreements between the two sets were resolved through joint sessions of
annotations, giving us a final gold standard annotated document set.

AtWCM,we developed the gold standard through amanual review of
301 encounter notes selected at random from a superset of notes containing
the character string “suicide”. These notes were not part of the 1000 notes
previously selected for the development and testing. To establish the
reference standard, two reviewers (PA, BGP) annotated all notes based on
the previously defined guidelines. In instances of differing assessments,
reviewers resolved discrepancies through joint sessions. The reviewers also
confirmed all notes that did not have any mention of suicide history
information. At NM, manual annotation of 400 notes was performed by
three reviewers (YY, NF, AF). Four labels were created to identify the pre-
sence or absence of a personal and family history of STB at each note. Each
note was annotated independently by two reviewers. If the two reviewers
differed in their assessment (Supplementary Table 2) the discrepancy was
resolved through a joint session of all three reviewers. The resolved labels in
question were utilized for comparing with the labels generated by NLP and
DL tools. AtUF, a total of 400 notes were identified formanual annotations.
Three annotators (AP, ML, SZ) classified each note for the presence or
absence of STBs. Discrepancies among the annotators were resolved
through discussions to reach a consensus.

During the validation of annotation, we observed generally a high
inter-rater agreement between the manual annotators at all three sites. At
WCM, the Cohen’s Kappa measured was 0.89 for PSH and 0.89 for FSH.
Before thefinal voting process among all three reviewers atNM, theCohen’s
Kappa coefficient were 0.75 and 0.85 for PSH and FSH, respectively. At UF,
Cohen’s Kappa score of 0.89 was observed for PSH and FSH combined,
ensuring sufficient agreement between reviewers.

Rule-based NLP tool development
To develop a novel rule-based tool, we employed the Leo NLP framework,
an open-source tool provided by the U.S. Veterans Administration44. Spe-
cifically, we created a dedicated instance of Leo, termed

SuicideHistoryExtractor, to detect historical instances of STB from clinical
notes.Our approach involved twodistinct pipelines to extractPSHandFSH,
utilizing a dual lexicon strategy. This strategy comprised target STB and key
historical modifiers to accurately identify and contextualize suicidality
references (Supplementary Table 3).

We developed an extraction logic through a structured, iterative pro-
cess. Initially, we focused on defining key terms associated with STB,
including SI, SB, and SAwhile excludingnon-life-threatening behaviors like
cutting and burning. The rationale behind the exclusion of terms “cutting”
and “burning” is based on our preliminary investigation of clinical notes
where these terms were observed in other contexts and contributed to high
false positive. Some examples from real-world data include: “when he ran
into a burning building to rescue people”, “he was found in his residence
burning 20+ candles”, “Focused on burning sensation and pregnancy”, “Says
at times he’s “burned out”, “Will restartmirtazapine 7.5mgs. Ptmay begin by
cutting this in half w/ pill-cutter.”.We should, however, acknowledge that by
excluding these terms from our lexicon may introduce some false negative
cases of STBs. Utilizing string matching, filters, and a series of regular
expressions, we captured various expressions of these concepts (Supple-
mentary Table 3). Context analyses were then performed by concept
mapping, disambiguation, and filtering. We then identified historical
indicators of STB usingmodifiers and paired these with core concepts using
regular expressions and string matching. The ConText algorithm was
employed to discern negated instances45. For FSH, we searched for family-
related terms within a defined proximity of the concept-modifier pair
(Supplementary Table 3). The final document classification combined
majority polling and analysis of the last mentioned in the document. This
comprehensive approach, illustrated inFig. 1, ensuredaccurate and context-
sensitive extraction of suicidality-related information.

For the rule-based algorithmdevelopment,we selected a sampleof 1,000
notes, randomlychosen froma larger set previouslyflagged for containing the
string “suicide”, from WCM EHR. This selection strategy was aimed at
enriching our dataset with more instances of suicide history, a relatively rare
occurrence in general clinical documentation. The sample was divided into
fourbatches of 100, 200, 300, and400notes fordetailed analysis.Through this
process, we continuously identified and addressed shortcomings in our
algorithm, particularly in areas of lexicon usage, context analysis, and rule-
based filtering and validation. This iterative refinement was conducted until
the algorithm consistently and accurately extracted all relevant instances of
history of STB.

Fig. 1 | Rule-based NLP algorithm implemented
for detecting PSH and FSH in clinical notes. Rule-
based algorithm implemented using the Leo NLP
framework for the detection of PSH and FSH in
clinical notes. For classification, the pipeline
implemented a series of rules and logic in concept
detection, context window selection, concept map-
ping, disambiguation, filtering and negation
detection.
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For each note, the NLP method attempted to extract all instances of
history of STB. For notes with multiple instances, we applied a majority
polling heuristic for document-level classification, consistent with the
approachused in creatingour gold standard. Incaseswhere a single instance
of “STB history” or “family STB history” was identified, classification was
based on the presence or absence of negation. For notes with multiple
instances, themajority and last-instance rulewas applied.Thismethodology
was uniformly applied across both PSH and FSH data extraction processes.

At each participating institute, the SuicideHistoryExtractor was
deployed to analyze notes from the corpuses defined above in the “Study
Setting and Data Sources” section, and the system-level performance was
evaluated using the gold standard corpus detailed above in the “Evaluation
of the NLP and DL tools” section. The NLP system produced two types of
outputs: a raw output enumerating extracted entities, and a classification
output providing a document-level classification for each note. The effec-
tiveness of the rule-based tool was evaluated by comparing its classifications
against the gold standard, using precision, recall, and F1-score metrics.

Transformer based DL tool development
We employed the BERT framework to construct a transformer-based
classifier for analyzing history of STB in clinical texts, as illustrated in Fig. 2.
The classifiers, pre-trainedon extensive data in clinical domains, are adept at
understanding context, and their effectiveness is further enhanced by fine-
tuning to capture intricate interactions between clinical concepts and their
contextual environment. We used a custom NLP pipeline to transform the
raw text into a smaller string with key concepts and their surrounding
words. The raw text instances are first tokenized using a clinical domain
tokenizer implemented in the medspaCy library46. Key concept (anchor n-
gram) for history of STB is identified using NER TargetRule in medspaCy.
The target rule was developed using a dictionary of terms and phrases based
on the concept-modifier identified inour rule-basedNLPalgorithmforPSH
andFSH.Clinical notes in our corpus are structured inmultiple sections and
STB terms often appear in sections such as “chief complains”, “history of
present illness”, “past medical history”, review of systems, and “plans”. A
context window of n words to the left and n words to the right of the
matched concept are extracted. A given document may have multiple
instances of concept terms and we extracted text spans for all those

instances. These text spans were then combined to form a text representa-
tion of that document and used for further modeling.We assigned labels to
the combined text same as the label assignedby the annotators for thewhole
document. The optimumcontext window size was determined by n varying
from 8, 16, 24, and 32 words to find the best performance. For our classi-
fication task, we used the Bio_ClinicalBERT47 and the GatorTron48 models;
both of which had shown good performance when applied to clinical notes.
We used Hugging Face’s transformers library49 to initialize both these
models and fine-tune them using code written in PyTorch50. The Bio_Cli-
nicalBERT was pretrained on MIMIC-III51 and the GatorTron model was
pretrained onEHRnotes atUF48.We trained bothmodels using a batch size
of 16, a fixed learning rate of 1e-05, a dropout probability of 0.3, average
cross-entropy loss, and AdamW52 optimizer. Since the initial layers of the
models only learn very general features, we kept them unchanged and only
fine-tuned the last layers for our classification task. We tokenized and fed
our input training data tofine-tune themodels and then used thefine-tuned
models for the test set classification. The model was trained for 5 epochs.
Eachmodelwas evaluated via 10-fold cross-validation by randomly training
using 80%of the data while keeping out 20% for testing to avoid overfitting.
Model’s performance wasmeasured in terms precision, recall and F1-score.
Since the sample cohortwas unbalanced forPSHandFSHacross all sites,we
used theweighted average from scikit learn python library to compute these
measures53. All experiments were run in HIPAA-compliant computing
environments at the participating sites, equipped with adequate computa-
tional resources.

We further benchmarked the performance of our NLP and DL-based
tools against a traditionalmethod that relies exclusively on diagnostic codes.
This comparison was conducted using the data outlined in Supplementary
Table 1. This benchmarking process was crucial in assessing the relative
effectiveness of the NLP and DL tools in capturing a more comprehensive
and accurate picture of patients’mental health status compared tomethods
dependent solely on diagnostic codes. Clinical notes assembled for both
WCM and UF gold standards are composed of notes written before and
after the official implementation date of ICD-10, which is 1st October 2015.
ForWCMcorpus, therewere253noteswith a report date before 1stOctober
2015 and 48noteswith a report date onor after 1stOctober 2015.Of the 400
notes annotated at UF, 34 notes were reported before 1st October 2015 and
366noteswere reportedonor after 1stOctober 2015. For theNMcohort, all
400noteswere generated inyear2018,well after the integrationof ICD-10 in
EHR systems.

Data availability
The data of this study are not publicly available due to privacy and ethical
restrictions. Data to support the findings of this study are available upon
reasonable request.

Code availability
Code for data collection and deep learning models are available on request.
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