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Clinically applicable optimized
periprosthetic joint infection diagnosis via
AI based pathology
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Periprosthetic joint infection (PJI) is a severe complication after joint replacement surgery that
demands precise diagnosis for effective treatment. We enhanced PJI diagnostic accuracy through
three steps: (1) developing a self-supervised PJI model with DINO v2 to create a large dataset; (2)
comparingmultiple intelligentmodels to identify thebest one; and (3) using theoptimalmodel for visual
analysis to refine diagnostic practices. The self-supervised model generated 27,724 training samples
and achieved a perfect AUC of 1, indicating flawless case differentiation. EfficientNet v2-S
outperformedCAMEL2at the image level,whileCAMEL2was superior at thepatient level. Byusing the
weakly supervised PJI model to adjust diagnostic criteria, we reduced the required high-power field
diagnoses per slide from five to three. These findings demonstrate AI’s potential to improve the
accuracy and standardization of PJI pathology and have significant implications for infectious disease
diagnostics.

Periprosthetic joint infection (PJI) is a serious complication post joint
replacement,with an incidence rate between 1 and 2%1–5. This complication
necessitates complex, multi-stage joint revision or joint fusion, leading to
poor prognosis and posing substantial burdens on individuals and society at
large6. Accurate diagnosis is pivotal for effective treatment, and early diag-
nosis can help alleviate symptoms and improve prognosis. The 2018
International Consensus Meeting (ICM) guidelines provide a standardized
approach by combining clinical, serological, joint fluid, and imaging
assessments7.

In the diagnosis of other infectious diseases, pathology is often con-
sidered the gold standard for confirming the pathogen and the characteristic
lesions. However, with the pathological diagnosis of PJI, doctors have dif-
ficulty directly observing pathogens under a microscope, and specific tissue
and cellular changes, such as vascular proliferation, tissue necrosis, and
neutrophil aggregation are definitive evidence of localized infection8–10. This
complicated identification process tends to entail intensive analysis by
experienced pathology experts and is less cost-effective, especially when
medical resources are limited11–13.

In the standardization of pathological identification of infectious tis-
sues, research efforts have been directed toward the aggregation of neu-
trophils. According to the 2018 ICMguidelines and related research, at least
one pathological slide from a patient should cover five high-power fields (at

400×magnification), with each field containing five ormore neutrophils7,14.
However, in practice, this method depends on the pathologist’s expertise in
identifying neutrophils. Less experienced doctors may misdiagnose or
underdiagnose PJI, affecting the clinical utility of pathological diagnosis15.

The introduction of artificial intelligence (AI) into medical image
processing renders it feasible to standardize pathological diagnosis and
enhance its accuracy16. However, developing an AI model for pathological
diagnosis to identify PJI-infected tissues substantially differs from well-
established models used for cancer diagnosis17. The intelligent cancer
pathology diagnosis model achieves expert-level accuracy for diagnosing
superficial tissues like skin, cervical, and gastric cancers by precisely deli-
neating boundaries18–21. Nonetheless, PJI pathology lacks well-defined
boundaries for infection-positive indicators, making it difficult to employ
existing model training strategies directly.

Current infection diagnostic models require special staining and
manual annotation of various pathogens. Moreover, this approach calls for
labor-intensive annotation during model training22 and is applicable to
pathogens whose forms are directly observable under high magnifications,
such as malaria parasites or fungi19,23. For less clear pathogens, AI may
produce false positives and overlook features like necrosis and inflamma-
tion, reducing sensitivity. Simultaneously, research on intelligent PJI diag-
nosis, such asKuoet al.’smeta-classifiermodel, usesmultiple heterogeneous
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inputs and improves diagnostic accuracy from an AUC of 0.958–0.988 by
applying IF-THEN rules and decision trees24. Studies like Yeo et al.’s use AI
to predict infection likelihood post-surgery25. However, these models often
resemble black-box approaches, complicating result interpretation. There-
fore, focusing on intelligent single-index PJI diagnostics holds greater value
as it can more intuitively enhance the accuracy of existing diagnoses.

This study aimed to enhance the pathological diagnostic accuracy of
PJI and improve its clinical utility by standardizing the intelligent diagnostic
process and providing guidelines for diagnosing infectious diseases. We
compared three learning frameworks, i.e., PJI supervised learning models,
weakly supervised learning models, and self-supervised learning models,
using pathological images of periprosthetic joint tissues from patients with
confirmed PJI and non-PJI cases. By evaluating different models and
architectures, we developed a broadly applicable PJI diagnostic model that
optimizes existing standards and improves diagnostic precision through AI
quantification analysis.

Results
Patient population
This study collected data from 150 patients admitted between December
2017 and May 2023 at the Chinese PLA General Hospital, Beijing, China.
Among these patients, 94 were confirmed to have had PJI through bacterial
culture or genetic sequencing, while 56 patients were diagnosedwith aseptic
revision. Baseline data, including age, sex, body mass index (BMI), Amer-
ican Society of Anesthesiologists (ASA) classification for anesthesia (Table
1), and types of infecting bacteria (including gram-positive bacteria, gram-
negative bacteria, fungi, mycobacteria, and polymicrobial infections) were
collected from these patients (Table 2).

Comparison of multi-model AUC
In comparing the diagnostic results of various models, we tested five
intelligent models: DINO v2, EfficientNet v2-S, ResNet-50, CNN, Mobile-
Net v3, and CAMEL2, which include self-supervised, weakly supervised,
and supervised types. AlthoughDINOv2, as a self-supervisedmodel for PJI,
has anAUCof 1, indicating complete separation in this dataset, it cannot be
used as the main result for comparison with other models. The test dataset
sensitivity of DINOv2 is 96.1%, and its specificity is 71.15%, suggesting that
the model has lower diagnostic efficiency when faced with external datasets
it has not been trained (Fig. 1).

Similarly, the sensitivities of ResNet-50, CNN, and MobileNet v3 are
86.10%, 86.51%, and 86.51%, while their specificities are 86.62%, 88.82%,
and 91.23%, respectively. TheAUCs for thesemodels are as follows: 0.51 for
ResNet-50, 0.94 for CNN, and 0.96 forMobileNet v3 (Fig. 2). The summary
results of these models were inferior to those of CAMEL2 and EfficientNet
v2-S.

Comparison of PJI supervised and weakly supervised models
We further tested the best-performing PJI supervised (EfficientNet v2-S)
and weakly supervised (CAMEL2) models, with results presented in two
parts for comparison. At the image level, the PJI supervised learning model
achieved a sensitivity of 95.96% and a specificity of 89.90%. In contrast, the
PJIweakly supervised learningmodel had a sensitivity of 90.91%but a lower
specificity of 82.58% (Fig. 3a), with these sensitivity and specificity values,
the thresholds for the PJI supervised and weakly supervised models are
0.1050 and 0.1701, respectively. At the patient level, the PJI supervised
learning model adhered strictly to the 2018 ICM diagnostic guidelines,
setting more than five high-power fields (30 patches) per slide, achieving a
sensitivity of 80.00% and a specificity of 90.38%. In comparison, the weakly
supervised learning model used the ROC curve annotation areas from each
slide to determine an optimal threshold (20 patches), resulting in a sensi-
tivity of 88.42% and a specificity of 92.31% (Fig. 3b).

Similarly, further analysis of additional evaluation metrics (including
accuracy, recall, and F1 score) for bothmodels on positive images indicated
that the supervised learning model performs better in image recognition
under the2018 ICMdiagnostic standards compared to itsweakly supervised

counterpart (Fig. 3c). Patient-level analysis based on accuracy, recall, and
F1 score (Fig. 3d) confirmed that, under the diagnostic standard of more
than20patches per slide, theweakly supervised learningmodeloutperforms
the supervised learning model based on the 2018 ICM standards.

In the ROC curve results, the image-level supervised learning model
achieved an AUC of 0.9652, outperforming the weakly supervised learning
model with an AUC of 0.9397 (Fig. 3e). At the patient level, the weakly
supervised learning model had an AUC of 0.9460, while the supervised
learning model had an AUC of 0.9078 (Fig. 3f). These results indicate that
the weakly supervised learning model and the new standard demonstrate
excellent diagnostic performance.

From the above data, the PJI supervised model outperforms the PJI
weakly supervisedmodel at the image level.However, after further statistical
analysis of the prediction values of positive and negative sample images for

Table 1 | Patient baseline data

PJI Non-PJI

Patient count 94 56

Male 50 18

Female 44 38

Age (mean ± SD) 59.5 ± 13.58 59.98 ± 10.94

BMI (mean ± SD) 25.53 ± 3.725 25.72 ± 3.601

ASA (mean ± SD) 1.660 ± 0.4764 1.661 ± 0.4778

The inter-group differences among patients were statistically insignificant (P < 0.05).
BMI body mass index, ASA American Society of Anesthesiologists, SD standard deviation.

Table 2 | Bacterial strains found in PJI patients

Strains of bacteria Case number (n)

Gram-positive cocci

Staphylococcus aureus+MRSE 18+ 2

Staphylococcus epidermidis 29

Other Staphylococcus (S. saprophyticus+ S. capitis+ S.
lugdunensis)

3+ 2+ 3

Streptococcus 9

Mycobacterium tuberculosis 1

Gram-negative rods

Escherichia coli 2

Brucella 2

Xylose-oxidizing Acinetobacter 1

Ochrobactrum anthropi 1

Pseudomonas putida 1

Klebsiella pneumoniae 1

Gram-positive rods

Mycobacterium (Mtb+ RGM) 5+ 2

Burkholderia pseudomallei 1

Propionibacterium acnes 1

Corynebacterium striatum 1

Clostridium difficile 1

Bacillus anthracis 1

Fungus

Candida (C. albicans+C. parapsilosis+C. albicans) 1+ 1+ 1

Pseudohyphae yeast 1

Multiple bacteria 3

Detection of all bacteria included both bacterial cultures and second-generation gene sequencing.
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both the PJI supervised and weakly supervised models, we found that the
prediction values of the weakly supervised model are more concentrated
compared to the supervisedmodel. Observing only the prediction values of
positive samples for bothmodels, the weakly supervisedmodel showsmore
consistent values, better capturing the common features of positive samples.
On the other hand, the supervisedmodel shows a greater differencebetween
the mean values of positive and negative predictions, indicating that the
supervised model performs better in distinguishing between positive and
negative samples. Both models have their own advantages (Fig. 3g).
Meanwhile, the supervisedmodel for PJI, EfficientNetV2-S, was trained for
a total of 200 epochs, reaching the lowest loss of 0.00064 at epoch 115
(Fig. 3h).Theweakly supervisedmodel forPJI,CAMEL2, reached the lowest
loss of 0.07279 at epoch 49 (Fig. 3i).

Human–machine testing of PJI supervised and weakly
supervised models
We evaluated the diagnostic results of each doctor against those of the
intelligent models using confusion matrices. The results showed that in
these 142 images, the dark overlap areas between the intelligentmodels and
the experts had higher values, while the light areas had lower values, indi-
cating that the diagnostic results of the intelligent models were very close to
those of the experts. In some cases, the light areas even had a value of zero,

suggesting that for these samples, the diagnostic levels of the two models
were close to that of the experts (Fig. 4). Although thismethod does not fully
prove that the models can achieve clinical diagnostic standards, it does
indicate that our models’ image interpretation abilities are close to those of
clinical experts.

Visual comparison of PJI supervised and weakly
supervised models
Next, we evaluated both the supervised and weakly supervised models
for PJI from a clinical perspective. The evaluation focused on three
dimensions: accuracy, completeness, and reliability. Reliability assessed
whether the visualized images covered all positive areas specified by the
2018 ICM standards; accuracy evaluated whether the model excessively
covered areas beyond the positive regions; and integrity referred to
whether the visualized images allowed for easy extraction of relevant
results. A score of 0 indicates complete disagreement (0–10%); 1 indi-
cates mostly disagreement (10–30%); 2 indicates partial agreement
(30–50%); 3 indicates moderate agreement (50–70%); 4 indicates sub-
stantial agreement (70–90%); and 5 indicates full agreement (90–100%).
In the figure, points closer to the origin indicate dissatisfaction with the
visualization results, while points further from the origin indicate
satisfaction (Fig. 5).

_ _

_

_

_ _

_

_

Fig. 1 | The flowchart illustrating the study design. Purple arrows indicate input,
black arrows indicate output, flames represent trainable components, and locks
denote testing-only components. a Data processing: WSI datasets were segmented
into 600 × 600-pixel patches and divided for DINO v2 training, testing, and addi-
tional training. b Self-supervised model and augmentation: b1 pathological images

trained the DINO v2 model. b2 The DINO v2 backbone extracted features, with the
fully connected layer trained. b3 Test data were reserved for testing, with additional
data used for self-supervised tasks. b4 Self-supervised model testing results. cMulti-
model training: c1 expert-reviewed data trained various models. c2 and c3 Each
model was optimized, tested, and compared.
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Fig. 2 | The ROC curves for ResNet-50, CNN, and MobileNet v3. This figure
presents confusion matrices resulting from pairwise comparisons among three
physicians and two models. a, b, and c represent ResNet-50, CNN, and MobileNet
v3, respectively. The x-axis represents 1-specificity and the y-axis represents

sensitivity. As 1-specificity increases, sensitivity rises. The AUC, the area under the
curve, is close to 1, indicating high diagnostic performance.

Fig. 3 | The performance of the PJI supervised and weakly supervised learning
models. s- refers to the corresponding test results of the PJI supervised learning
model, and w- refers to the corresponding test results of the PJI weakly supervised
learningmodel. The red line represents the ROC curve of the PJI supervised learning
model, and the blue line represents the ROC curve of the PJI weakly supervised
learning model. a Image-level comparison of sensitivity and specificity. b Patient-
level comparison of sensitivity and specificity. c Image-level accuracy, recall, and F1

score of the models. d Patient-level accuracy, recall, and F1 score of the models.
e Image-level ROC curves for the twomodels. f Patient-level ROC curves for the two
models. g The degree of data dispersion at the image level. The weakly supervised
model has amean ± standard deviation of 0.03433 ± 0.02211 for the negative set and
0.2059 ± 0.05993 for the positive set; the supervised model has 0.03780 ± 0.02328
and 0.2614 ± 0.1009, respectively. h Loss curves for the PJI supervised learning
model. i Loss curves for the PJI weakly supervised learning model.
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The results indicated that the weakly supervised learning model out-
performs its supervised counterpart. It was not only more comprehensive
and accurate in identification but also yielded reliable diagnostic outcomes
solely from the regions identified by the model (Fig. 5). This suggests that,

from a clinical perspective, the weakly supervised learning model excels in
segmentation. Based on patient-level results, we hypothesize that this
method might involve additional infection indicators beyond neutrophil
aggregation features, which were not previously observed. Furthermore,
medical interpretation of the annotated areas aids in further optimizing the
pathological diagnosis of PJI.

Analysis of visual results
The visual outcomes of the PJI intelligent pathological diagnosis model
reveal that the weakly supervised learningmodel provides notably finer and
more detailed regions. Specifically, tissue images show not only neutrophil
aggregation but also a loss of the tissue’s original structure, resulting in a
more porous appearance (Fig. 6a). Additionally, there are observable dif-
ferences in the cytoplasm and nuclearmorphology of neutrophils relative to
their proximity to blood vessels (indicated by the red arrows). Neutrophils
closer to the blood vessels have less cytoplasm and a rod-shaped nucleus,
while those farther away exhibit more cytoplasm and a lobular-shaped
nucleus (Fig. 6b).

Discussion
The rapid and accurate diagnosis of PJI has always been a challenge in the
field of arthroplasty. The 2018 ICM criteria have limitations7: serological
markers andnuclear imaging tests are highly sensitive, but their specificity is
relatively low, thusmaking thempoor indicators for definitive diagnosis26–29.
Pathogen culture of joint fluid and tissues is the gold standard for infection
confirmation but it relies heavily on the experience of the physician30,31.
Moreover, some pathogens (e.g., fungi and mycobacteria) require stringent
culture conditions, resulting in prolonged diagnostic times and delayed
treatment32,33. Genetic sequencing is faster but limited by contamination,
equipment availability, and cost34–36. Pathological examination has relatively
high specificity but its sensitivity is lower, requiring the pathologist’s
experience. Moreover, during surgery, PJI pathological examination must

� �
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Fig. 4 | The human–machine comparison test result. 1/2/3 correspond to the
diagnostic results of Experts 1/2/3, indicated on the horizontal axis; the symbols s/w
represent the diagnostic results of the PJI supervised and weakly supervised models,
indicated on the vertical axis. a, b, and c show the confusion matrix results com-
paring PJI supervised models with Experts 1/2/3, while d, e, and f present the

confusion matrix results comparing PJI weakly supervised models with Experts 1/2/
3. The darker the red, the larger the number. The top-left and bottom-right squares
represent areas where the experts’ diagnoses and themodel’s diagnoses are the same,
while the other squares represent areas where the diagnoses differ.

Fig. 5 | The visual differences between the supervised learning (s-model) and
weakly supervised learning (w-model) models. The three-dimensional data
formed by the w-model is notably distant from the coordinate point, whereas the
s-model is closer to the coordinate origin. This indicates that, on average, the
w-model outperforms the s-model in terms of accuracy, completeness, and relia-
bility, thereby displaying superior visualization effects.
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be completed quickly to allow clinicians to make an accurate diagnosis
promptly, aiding the surgical procedure8,9,14,15. We are leveraging AI to
optimize pathological diagnosis methods for PJI, leveraging AI’s high
throughput, accuracy, and reproducibility to overcome the limitations of
manual detection.

AI in image recognition has enhanced clinical diagnosis by improving
efficiency and accuracy in radiological and pathological exams18–21. While
neural networks excel at identifying tumors and specific tissues37, recog-
nizing infected tissues remains challenging due to the dispersed and varied
nature of cells in infection. Infected tissues often have non-specific changes
and unclear boundaries, making identification challenging. Annotating
neutrophils across entire slides is labor-intensive due to their small size and
diversity. Directmachine learning recognition onwhole slides is difficult, so
relying solely on neutrophil segmentation for PJI diagnosis can lead to
misidentification and reduced accuracy.

The direct application of neural-network segmentation models for
neutrophil identificationhas yieldedunsatisfactory results.Hence,weused a
classificationmodel basedon the 2018 ICMguidelines. By defining at least 5
neutrophils in high-power fields as the criterion, we trained a ResNet-34
based supervised learning model for PJI image-level diagnosis38. While the
ResNet model has shown high accuracy in diagnosing cancers39–43, it
achieved only 93.22% accuracy and 96.49% recall in PJI image-level diag-
nosis, and an AUC of 0.81 at the patient level38. Consequently, it is not yet a
reliable pathological recognition model.

Because the classificationmodel addresses the entire area in identifying
images inpositive patches, itmight only cover a small fractionofneutrophils
and their surroundings within high-power field images (neutrophil pixels
~6 × 6 within a high-power field image of ~1800 × 1200). This renders it
susceptible to interference from other nonfeature areas. To prevent an
excess of normal tissues or noninfectious inflammatory tissues in the
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Fig. 6 | The visual outcomes of the PJI intelligent pathological diagnosis model.
From left to right, the images represent a whole image slide, a visualization heatmap
of the PJI supervised learning model, and a visualization heatmap of the PJI weakly
supervised learningmodel. The color gradient from light to dark indicates diagnostic

weight from low to high. a The tissue shows not only an aggregation of neutrophils
but also a loss of its original structure, becoming more porous. b Differences in the
cytoplasm and nuclear morphology of neutrophils are observed, depending on their
proximity to blood vessels (indicated by the direction of the red arrow).
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training images, we downscaled the classification recognition units from an
approximately high-power field (1800 × 1200 pixels) to the commonly used
600 × 600 pixels.

EfficientNet balances network depth, width, and image resolution
better than ResNet, improving speed and accuracy while reducing
parameters44,45. In this study, we leveraged EfficientNet v2-S for training
post-classification patch images resulted in a PJI intelligent pathological
classification model with improved accuracy in recognizing segmented
pathological images. The model showed strong performance in both
internal and external image-level tests and acceptable diagnostic capability
in patient-level validation compared to manual pathology results.

By visualizing diagnostic weights on test set images using the PJI
supervised learning model, we obtained a heatmap showing the model’s
diagnostic performance. Previous studies have shown that infection-related
features extend beyond just neutrophil aggregation13. Solely relying on
neutrophils can reducediagnostic sensitivity, similar to identifying apples as
the key feature of an apple tree, even though not all apple trees have apples.
Additionally, the existing PJI pathological diagnostic standards lack explicit
quantification of other infection-related features within the infected area
and do not have a clear definition of infection boundaries, limiting the
utilization of other infection-related characteristics. Our analysis of the
model’s heatmap revealed that identified regions did not fully match
necrotic or exudative areas around neutrophils (Fig. 6). This discrepancy
may be due to the classification model’s limitation in pinpointing exact
locations, a task better suited for neural-network segmentation models.

Therefore, this study employed aweakly supervised learningCAMEL2
model to construct an approximate segmentation model. This model
identifies diagnostic regions for PJI from classification-labeled patches,
effectively handling fuzzy boundaries in clinical images46. It converts a
classification model into a segmentation model by fine-tuning with labeled
data, dividing patches into grid segments, and creating multi-instance
learning labels with diagnostic potential but limited precision. Through self-
supervised learning of these tendency diagnosis labels, specific diagnostic
information for each instance can be obtained. Pixel-level diagnosis can be
achieved through iterative learning loops, thereby facilitating the training of
approximate segmentation models47.

The weakly supervised learning model matched the performance of
the supervised model in image-level tests, achieving similar accuracies,
recall rates, and ROC curves. However, in patient-level testing, the weakly
supervised learning model outperformed its supervised-learning coun-
terpart. By adjusting the area threshold for the recognition regions, we
substantially enhanced the sensitivity of PJI pathology diagnosis without
compromising specificity. Our proposed criterion for diagnosing PJI
requires more than 20 units of 600 × 600 area containing over two neu-
trophils (excluding those within vessels) on a single pathological slide.
This reduces the diagnostic fields from five high-power fields to three.
Moreover, the heatmap generated by the weakly supervisedmodel closely
aligns with neutrophils and necrotic areas. Diagnosis was based on the
annotated images from this heatmap, and visualization also revealed
structural changes and tissue looseness in addition to neutrophil aggre-
gation (Fig. 6a). Neutrophil morphology distribution might also provide
insights for PJI diagnosis and treatment (Fig. 6b). This research will help
us look into how the infection process affects tissues and advance
pathological studies.

Methods
Dataset establishment
This retrospective studywas conducted in accordancewith the principles of
the Declaration of Helsinki and was approved by the Ethics Committee of
Chinese PLA General Hospital (Date: 29/02/2024, No. S2024-032-01). The
need for informed consent was waived because the study utilized medical
record data obtained from previous clinical diagnosis and treatment. With
this approval, we were authorized to access clinical data, including patho-
logical images, from patients undergoing revision surgery after joint
replacement at the Chinese PLA General Hospital.

According to the 2018 ICMguidelines for pathological tissue collection
andprocessing,we collected462 frozenpathological slides from150patients
at the Chinese PLAGeneral Hospital, ensuring that each patient had at least
three samples of periprosthetic soft tissues obtained during revision surgery
(including soft tissues on the femoral side, tibial side, and synovial tissues)7.
For all frozen slides, the layers for cutting were selected by the pathology
department of PLAGH, and the slideswere routinely hematoxylin and eosin
(H&E) stained. Subsequently, the Unic-PRCICE-610 digital scanner (40×:
0.25 µm/pixel) was used to convert the frozen pathological slides into whole
slide images (WSIs). The generated images were manually inspected indi-
vidually to ensure the image dataset preprocessing.

Our prior research on intelligent pathological diagnosis of PJI showed
that excessively large training patches could lead to imprecise identification
of minute neutrophils38. To achieve better diagnostic results with deep
learning networks, we reduced five or more neutrophils, as specified in the
current criterion, to two or more neutrophils, with pixel area correspond-
ingly lowered from 1200 × 1800 to 600 × 600 pixels.

This adjustment ensured that image annotations were in line with the
existing diagnostic requirements while enhancing the training efficacy of
intelligent models.

Weused theOpenSlide tool to segment theWSI, generating 600 × 600-
pixel patches. Then,we appliedOtsu’smethod tofilter the foreground tissue
images and recorded their coordinates to screen all the segmented patches.
Finally, wemanually selected the effective patches for confirmation. Careful
attention was paid to maintain image quality no lower than 0.25 µm/pixel.
Ultimately, we obtained a total of 1.6 million (1,588,787) patches.

We first regrouped the segmented and selected effective dataset into
DINOv2 training data, test data, and additional training data, ensuring that
each group was independent and non-overlapping (Fig. 1a). Since the
additional training data were the largest dataset, we found it challenging to
annotate it within a short period. Therefore, we employed a self-supervised
model to assist with the annotation. This model relies on a large amount of
unrelated data and uses minimal training data tomeet the requirements for
preliminary image classification.

Establishment of the PJI self-supervised learning model (DINO
v2 model)
The DINO v2model was initially trained onmulti-organ tumor images. In
this study, we used it as a feature extraction tool and provided the previously
obtained small amount of training data as input to the network. To prevent
the small dataset from contaminating the model and leading to suboptimal
results,we set theDINOv2model as anon-trainable backbone, addeda fully
connected (FC) layer, and trained only the FC layer. Due to the limited
number of trainable parameters and the small number of positive samples,
there was no significant improvement in training outcomes as the data
volume increased during the model testing phase. Since both DINO v2 and
the FC layer were locked, the data were used solely to generate training sets
for other models without parameter adjustments, which did not accurately
reflect the performance of the DINO v2 model. Therefore, we present the
average results from multiple trainings, with a sensitivity of 96.1% and a
specificity of 71.15% (Fig. 1b). On the other hand, by adjusting the para-
meters of theFC layer,we achieved complete separation for a specific test set,
as shown in the figure, with an AUC of 1. However, this only indicates a
difference between negative and positive samples and does not prove high
model accuracy, as different parameters are required to achieve complete
separation for another test set. In other words, the optimal parameters for
the model are not fixed and cannot be used as a routine diagnostic model.
This approach generated 22,457 negative patches and 4596 positive patches
for training other models, significantly reducing experimental time and
labor costs.

The labels generated during inference by the self-supervised model
were used as the training set for EfficientNet v2-S. Due to the presence of
incorrect annotations in the labels, we introduced an active learning para-
digm. After review by the expert panel, they were used as input for various
experimental models. Supported by the large datasets generated in this
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research step, eachmodel was able to achieve optimal performance through
parameter adjustment and structural optimization. This also provided a
sufficient data reserve for our subsequent experiments (Fig. 1c).

Manual annotation
After ensuring sufficient data preparation,we alsomade adequate personnel
preparations. The pathology expert panel consisted of three pathologists
with over 15 years of experience. Two experts performed annotations
independently, and in case of disagreement, a third expert was consulted to
make the final decision. For patches that still caused disagreement, con-
sensus was reached by comparing notes within the panel. The diagnostic
criterion for positive patches was based on the presence of at least two
neutrophils within a 600 × 600-pixel area (excluding neutrophils within
vessels or clustered blood clots). These patches were exclusively obtained
from patients with clinically diagnosed PJI.

Dataset overview
Next, we clarified the different uses of the datasets in the study. To ensure
comparability between different PJI intelligent pathological diagnostic
models, all models utilized the same training set data. The training set,
classified by DINO v2 and reviewed by an expert panel, comprised 22,457
negative patches and 4596 positive patches. This dataset was used as the
traindata for training the models. Simultaneously, the test set (testdata) was
randomly selected from 147 slices not used in training, including 456
negative patches and 215 positive patches, for model testing. Additionally,
142 images, not involved in the test and validation sets, were randomly
selected to form a human–machine comparison test set. The data groups
were independent of each other at both the patient and image levels.

PJI supervised learning model
To tailor the existing PJI pathological diagnostic standards to the require-
ments of intelligent diagnosis,we set the learningobjective as the presence of
a sufficient number of neutrophils within a unit area. We built a supervised
learningmodel usingEfficientNet v2-S as the backbone.Thenetworkbegins
with a convolutional layer (conv 3 × 3) with a stride of 2 and progresses
through a series of Fused-MBConv and MBConv blocks, each defined by
specific kernel sizes (k 3 × 3) and channels. Strides vary between 1 and 2,
depending on the layer. Some blocks are marked with Squeeze-and-
Excitation (SE) ratios.Thenetwork culminates in a conv1 × 1 layer followed
by pooling and a FC layer, ultimately leading to an output with 1280
channels. Each layerorblock specifies thenumberof channels it outputs and
the total layers it comprises. The model was implemented in TensorFlow
using Adam optimizer (Fig. 7). The model performance was compared in
terms of the weights of every 100 steps on the validation set until the model
accurately identified a sufficient number of neutrophils per unit area.

PJI weakly supervised learning model
To address this labeling challenge, we transform the problem of coarse-
grained labeling classification into a fully supervised fine-grained image
classification task using CAMEL2. Additionally, we extend supervision
information by generating pseudo-labels for each image. In this study, we
adopt the concept of Multi-Instance Learning to expand annotation
information and construct a high-quality instance-level dataset from the
original image-level dataset using instance-level labels. Terahertz images are
partitioned into grids of varying sizes, with each image becoming an inde-
pendent Bag. Each small grid, as an instance, belongs to its corresponding
Bag and shares label information. The instance corresponding toan image is
represented asX ¼ fx1; x2; x3::::::xng, and the corresponding instance label
fy1; y2; y3::::::yng belongs to the Bag-level label Y , satisfying Formula 1.

Y ¼ 1 if 9yi ¼ 1

0 else

�
ð1Þ

Each time a positive sample and a negative sample are selected to
form a patch-level input image pair, the segmented patches of different

magnifications have unique label information, which is completely derived
from image-level coarse-grained labels. In order to retainmore pathological
information, in CAMEL2, we choose to expand the image size as much as
possible, and finally, the image size of each patch level is 2048 × 2048. The
images of different magnifications are segmented intoN ×N grid instances
with equal size (N = 256). Process each instance through the model and
apply a softmax operation to obtain the predicted probability values for each
instance. Innegative samples, every instance inherits theWSI level label, and
for these instances, we assign a label of 0. For instances from positive
samples, we hypothesize that at least K% are directly related to the disease.
Among the positive instances, we select the top K% with the highest con-
fidence as positive instances by sorting. During backpropagation, we use
cross-entropy loss to update the parameters, which is represented as follows:

Loss ¼ �
X
j

ðyj log pj þ ð1� yjÞ logð1� pjÞÞ ð2Þ

where yj represents the instance-level label and pj ¼
Softmaxðmodelðx100j ; x400j ÞÞ represents the prediction of model as the
relevant probability value (Fig. 8).

PJI self-supervised learning model
Toachieve rapid and accurate patch annotation and todifferentiate between
infected and non-infected images, we employed a self-supervised learning

Fig. 7 | Architecture of PJI supervised learning model. Using EfficientNet v2-S as
the backbone, themodel beginswith a convolutional layer (conv3 × 3)with a stride of 2,
followed by a series of Fused-MBConv andMBConv blocks,where strides vary between
1 and 2. Some blocks include SE (Squeeze-and-Excitation) ratios. The network con-
cludes with a conv 1 × 1 layer, followed by pooling and a fully connected layer, resulting
in an output of 1280 channels. The model is implemented in TensorFlow using the
Adam optimizer, and its weights are compared on the validation set every 100 steps.
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architecture usingDINOv2withVisionTransformer (ViT) (Fig. 9). For the
pretraining protocol, we utilized the state-of-the-art self-supervised training
paradigm DINO v2 on the constructed large-scale pan-cancer pathology
dataset, with ViT-L/16 as the chosen network architecture. For pretraining
on the constructed large-scale pan-cancer pathology dataset, we employed
the state-of-the-art self-supervised training paradigmDINOv2withViT-L/
16 as the chosen network architecture.

Framework of DINO v2 model48. At the image processing level, a
teacher–student model structure was employed, with two networks using
different data augmentation methods for data input. The teacher model is
computed using the exponential moving average (EMA) from the student
model, which differs from the concept of a distillation model.

The architecture of student gθs and teacher gθt consists of a main
network backbone f (ViT) and a projection head h : g ¼ h °f . The projec-
tion head includes a three-layer multi-layer perceptron (MLP) with 2048
hidden dimensions, followed by layer normalization and a FC layer with K
dimensions. For softmax, both use temperature softmax, which controls the
sharpness of the output distribution.

Pi xð Þ jð Þ ¼ exp
gθi xð Þ

jð Þ
τi

 !
=
XK
k¼1

exp
gθi xð Þ

kð Þ

τi

 !
; τi > 0; i ¼ s; t ð3Þ

Loss:

Minθs
X

x2 xg1 ;x
g
2f g

X
x02V;x0≠x

H Pt xð Þ; Ps x
0ð Þ� �

;H a; bð Þ ¼ �alogb ð4Þ

Average EMA:

θt  λθt þ 1� λð Þθs; λ cosine from 0:996 to 1 ð5Þ

The biggest change inDINOv2 compared toDINO is the utilization of
Patch tokens. First, we apply patch masking to the two augmented views u
and v, obtaining their masked views û and v̂. Taking û as an example for
simplification, the student network outputs the projection of its patch
tokens for the masked view û as ûpatchs ¼ Ppatch

θ ðûÞ, while the teacher net-
work’s projection of patch tokens for the unmasked view u is
upatcht ¼ PPatch

θ0 ðuÞ. We define the training objective of iBOT here as

LMIM ¼ �
XN
i¼1

mi � Ppatch
θ0 ui
� �T

log Ppatch
θ ðûiÞ ð6Þ

The DINO v2 model learns representations of unlabeled pathological
sections through a self-supervised learning loss function.

Model testing
Weselected147 slices not used in training,whichwere randomly sampled to
form the model test set, including 456 negative patches and 215 positive
patches. Using the same test set, we evaluated all models, including DINO
v2, EfficientNet v2-S, ResNet-50, a self-constructed CNN (with five con-
volutional layers and max pooling), MobileNet v3, and CAMEL2. We first
tested allmodels, using the area under the ROC curve (AUC) as the primary
reference indicator to compare the diagnostic performance of eachmodel at
the PJI image level. Formodels with poor diagnostic performance at the PJI
image level, such as ResNet-50, CNN, and MobileNet v3, we found that
adjusting parameters could not improve their diagnostic accuracy, so we
promptly excluded them. For the top-performing models, such as Effi-
cientNet v2-S and CAMEL2, we conducted detailed data analysis and sta-
tistical evaluation, including sensitivity, specificity, accuracy, recall, F1 score,
and ROC curve. After thoroughly analyzing this data, we found through
human–machine comparison that theperformanceof these twomodelswas
very close to that of experts.

We then conducted comprehensive patient-level testing. In patient-
level (entire slice) diagnostic testing, the pathological diagnosis was
typicallymade by a junior pathologist (with <15 years of experience) and
subsequently cross-validated by two senior pathologists with over 15
years of experience. This validation, combined with other validation
methods, such as bacterial culture and second-generation gene
sequencing, is deemed, to some degree, the gold standard. The super-
vised learning model was tested against the criterion of five high-power
fields (30 patches) per slice, as stipulated by the 2018 ICM.Conversely, in
the weakly supervised learning model, patient-level diagnosis was
established by combining the annotated diagnostic regions per slice and
plotting ROC curves. Subsequently, we compared the supervised-
learning PJI intelligent pathological diagnostic model and its weakly
supervised-learning counterpart, collected parameters such as sensitiv-
ity, specificity, recall, accuracy, F1 score, and ROC curves, and per-
formed patient-level diagnostic testing.

To further analyze whether the models could accurately detect PJI
regions, we conducted model visualization studies. To assess the visual
effectiveness of supervised learning and weakly supervised learning models
in identifying infected regions, we formed a panel of pathologists to evaluate
six visualized outcomes generated by each of these models. The evaluation
criteria primarily involved the accuracy, completeness, and reliability of the
annotated regions. Reliability is used to assess whether the expert panel has
covered all the positive areas specified by the 2018 ICM Standards in the
visualized images. Accuracy checks if the model excessively covers areas
beyond thepositive regions. Integrity refers towhether the visualized images
allow for easy and accurate interpretation of the results (Fig. 5). The expert
panel used a 5-point scale to statistically assess each criterion and eventually
compared the visual effectiveness between the supervised learning and
weakly supervised learning models. Through subjective quantification and
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Fig. 8 | Architecture of the PJI weakly supervised learning model. The model has
three components: cMIL, Label Enrichment, and Segmentation. cMIL performs
fine-grained segmentation, Label Enrichment extends image data, and Segmenta-
tion re-segments the image. Using CAMEL2, we transform coarse-grained labeling
into a fine-grained classification task, generating pseudo-labels and applying Multi-
Instance Learning (MIL) to create an instance-level dataset. Terahertz images are

divided into grids that share label information with the entire image. Positive and
negative samples form patch-level pairs, with images expanded to 2048 × 2048
pixels, segmented into 256 × 256 grid instances, and processed with softmax to
obtain probabilities. In negative samples, instances inherit a label of 0, while in
positive samples, the top K% of confident instances are selected as positive. Cross-
entropy loss updates the model during backpropagation.
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case analysis by experts, we finally conducted diagnostic threshold research
with the help of weakly supervised models.

The baseline data were subjected to Chi-square statistical analysis
using SPSS 26.0, where the definition of good reliability was considered
>0.9. This analysis aimed to assess potential differences in age, sex, BMI,
and ASA scores between patients with PJI and their non-PJI counter-
parts to validate the consistency between the two groups. All analyses
related to sensitivity, specificity, accuracy, recall, F1 score, ROC curve,
and other data for the intelligent models were conducted using
GraphPad Prism 10.

Data availability
The datasets generated and analyzed during the current study are not
publicly available due to the need for confidentiality of patient data in
Chinese PLA General Hospital, but are available from the corresponding
authoron reasonable request.The imagingmaterialswere acquired fromthe
Imaging Department of the Chinese PLA General Hospital, and they have
not given their permission for researchers to share their data. The imaging
materials requests can be made to the Imaging Department of the Chinese
PLA General Hospital via this email: jfjzyygw@163.com. The statistical

results on imaging data, please contact the corresponding authors
Ming Ni and Jie Li, via these emails niming301@163.com and
lijiek812@foxmail.com.

Code availability
The code forweakly supervised learningwas open-sourced at https://github.
com/ThoroughFuture/CAMEL2. We also open-sourced the core compo-
nents of the deep learning system at https://github.com/ThoroughFuture/
PathFrame.
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