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There does not exist any previous comprehensive review on AI ethics in child health or any guidelines
for management, unlike in adult medicine. This review describes ethical principles in AI for child health
and provides recommendations for child-centered medical AI. We also introduce the Pediatrics
EthicAl Recommendations List for AI (PEARL-AI) framework for clinicians and AI developers to ensure
ethical AI enabled systems in healthcare for children.

Children are not miniature versions of adults, as children undergo age-
associated changes in organ function andneurodevelopment1,2. Evenwithin
the pediatric age group of 0–18 years, there is a large disparity between
preterm neonates with immaturely developed organs, compared to post-
pubertal adolescents with adult physiology1,3.

Artificial Intelligence (AI) is playing an increasingly important role in
healthcare. In pediatrics, AI is used in a wide variety of fields, such as in
radiology for the diagnosis of developmental dysplasia of the hip4 and in
genetics for the diagnosis of rare diseases5. AI holds much promise for
improving the healthcare of childrenworldwide, including in less developed
and underprivileged communities with limited access to specialist
pediatricians.

There is widespread awareness of the importance of AI ethics and
governance for adults, but less emphasis has been placed on AI ethics and
governance for children. This review article aims to describe ethical prin-
ciples and challenges in the use of AI in healthcare for children. Important
ethical principles that will be covered include non-maleficence, beneficence,
autonomy, justice and transferability, transparency and explainability,
privacy, dependability, auditability, knowledge management, account-
ability, and trust. The final section in this article will provide recommen-
dations for child-centered medical AI.

Methodology
A literature search in PubMed for relevant articles related to AI ethics in
child health was conducted in January 2024 and repeated in September

2024. We conducted a search using “Artificial Intelligence or AI” and
“Ethics” as search terms and “Guidelines”, “Practice Guidelines”, “Review”,
and “SystematicReview” as the article type. Thefilters for “Age:Child: birth-
18 years” and “Article Language: English”were also applied. The abstracts in
the returned searchwere reviewed for articles that either discussedAI ethics
in child health or provided recommendations and guidelines on ensuring
ethical AI in child health. Articles that fulfilled the above criteria were
selected to have their full text reviewed. The lists of references from the
selected articles were also screened to obtain further relevant articles.

A literature search for relevant articles related to AI ethics in children
was similarly conducted in January 2024 using the Google search engine.
We conducted a search using “AI ethics in children” as the search phrase
and obtained the first 40 results returned. The webpages in the returned
search were reviewed for articles that either discussed AI ethics in children
or provided recommendations and guidelines on ensuring ethical AI in
children. Articles that fulfilled the above criteria were selected to have their
full text reviewed. The lists of references from the selected articles were also
screened to obtain further relevant articles.

A search was also performed for policy documents or position state-
ments on the websites of organizations that were deemed relevant to our
review. These included UNICEF (on children), WHO (on health), Inter-
national Pediatric Association, American Academy of Pediatrics, Royal
College of Paediatrics andChildHealth (on children’s health), International
Medical Informatics Association and American Medical Informatics
Association (on medical informatics). Policy documents or position
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statements that fulfilled the above criteriawere selected to have their full text
reviewed. The lists of references from the selected documents were also
screened to obtain further relevant articles.

Our search strategy revealed that there does not exist any previous
comprehensive reviewor framework onAI ethical issues in child health, nor
are there any guidelines for management, unlike in adult medicine6,7. There
is a published 2-page review with framework based on only 7 references on
the ethics of AI in Pediatrics, focusing mainly on the use of generative AI
chatbots that utilize Large Language Models8.

There are, however publications that address AI ethical issues in sub-
specialty pediatric medicine. These include embryology9, neonatology10,
genomic medicine5, and radiology11,12.

There are several guidelines on the ethics regarding the use of AI in
children13–16, but these are not specific to the practice of Medicine.

Ethical considerations
First described in 1979, Beauchamp and Childress’s landmark work17 on
foundational principles of medical ethics is ever more important in con-
sidering the ethical debate surrounding AI-enabled applications and usage.
Key principles then highlighted include—autonomy, beneficence, non-
maleficence, and justice, which have been cornerstones of ethical discus-
sions in healthcare. Jobin et al. identified other ethical concerns with regard
to AI18, and these concerns include transparency, privacy, and trust. The
American Medical Informatics Association (AMIA) has also defined
additional AI principles that include dependability, auditability, knowledge
management and accountability7. Unfortunately, some of these ethical
principles may conflict with one another, such as justice and privacy, as
illustrated below.

Non-maleficence
Non-maleficence implies the need for AI to be safe and not to cause
harm18,19. References tonon-maleficence inAI ethics occurmore commonly
than beneficence18, likely due to society’s concerns that AImay intentionally
or unintentionally inflict harm. Prioritizing non-maleficence before bene-
ficencewhen approachingAI systems by nomeans suggests that AI systems
are fraught with risks or harm. Rather, it highlights the approach to ethical
issues in the context of AI. Before an AI system is implemented for child
health, theremust exist convincing evidence that it results innoharmor that
benefits canbe confidently expected tooutweighharm,notwithstanding any
benefits that it can bring to the children. Evidence-based health informatics
(EBHI) supports the use of concrete scientific evidence in decision-making
regarding the implementation of technological healthcare systems20.

In embryology, the process of in-vitro fertilization involves selecting
the best embryo for transfer. Ethical principles guide the selection of one
embryo over another. The ‘best’ embryohas the highest potential to result in
a viable pregnancy, whilst preventing the birth of children with conditions
that would shorten their lifespan or significantly decrease their quality of
life9. AI has been used to rank embryos using images and time-lapsed videos
as input21. AI has also been used in pre-implantation genetic screening of
embryos non-invasively without the need for an embryo biopsy22. In 2019,
scientists in a fertility clinic in Australia developed a non-invasive test (that
did not use AI) for preimplantation genetic screening of embryos23,24, and
introduced it prematurely for clinical use9. There was amarked discrepancy
in results between validation studies and real-world clinical experience25.
Importantly and significantly, embryos erroneously deemed genetically
abnormal by the novel test and unsuitable for transfer appear to have been
discarded26, resulting in a class action suit in Australia27. Although the non-
invasive test above did not utilize AI, it nevertheless serves as a cautionary
tale. Experts have argued that prioritizing embryos for transfer using novel
technologies, such as AI, is acceptable9, but discarding embryos based on
unproven advances is not9; thereby emphasizing the need for caution and a
balanced approach to ensure that the benefits of novel technologies out-
weigh any potential harm.

AI might deepen existing moral controversies. For example, coupled
with whole genome or exome sequencing, AI could facilitate massive

genomic examination of embryos for novel disorders, dispositions or
polygenic risk of disease or non-disease traits (such as intelligence). This
would move beyond targeted preimplantation genetic diagnosis to massive
prenatal “screening” raising significant ethical issues, even facilitating
polygenic editing.

AI systems used in healthcare are often designed to include a “human-
in-the-loop”. The predictionmade by the AI system is checked by a human
expert, such that the AI augments but does not automate decision-making.
The knowledge, skills, experience and judgment of the healthcare profes-
sional are important in case- contextualization, as no case is “standard” and
each child comes with his own unique medical, family and social history.
Although having a human in the loop decreases the risk of an AI causing
harm, there is a risk of introducing human bias and decreasing justice and
fairness. AI-enabled decisions are more objective and reproducible unless
the source training data was biased or derived from a disparate population
from which it is being used.

AI systems that are used outside of healthcare settings can also have an
impact on children’s health. Social media and streaming platforms are
changing how children interact with content.With touchscreen technology
and intuitive user interfaces, even very young children can access these
applications with ease28. AI recommendation algorithms are optimized to
keep children engaged on the platform for extended periods rather than to
prioritize content quality29. There have been multiple studies that have
highlighted the adverse effect of prolonged screen time on the cognitive
development and neurobehavioral development of children30,31, and on the
development of obesity32, and its related complications. Excessive screen
time is positively associated with behavioral and conduct problems, devel-
opmental delay, speech disorder, learning disability, autism spectrum dis-
orders and attention deficit hyperactivity disorder, especially for
preschoolers and boys, and the dose-response relationships are significant30.

Beneficence
Beneficence or promoting good can be seen as benefiting an individual or a
group of persons collectively18. AI must benefit all children, including
children from different ages, ethnicities, geographical regions and socio-
economic conditions. These include the most marginalized children and
children from minority groups.

In healthcare, AI has demonstrated its ability to benefit the care of sick
children in out-patient33,34 and in-patient care35. In genomics, AI has been
used in both prenatal and pediatric settings. AI can use genotypes to predict
phenotypes (genotype-to-phenotype) and can also use phenotypes to pre-
dict genotypes (phenotype-to-genotype). Identifai Genetics can determine
in the first trimester of pregnancy whether there is a higher chance a baby
will be born with any genetic disorder, using cell-free fetal DNA circulating
in the maternal blood33, allowing in-utero treatment of some genetic dis-
eases. Face2Gene uses deep learning and computer vision to convert patient
images into de-identified mathematical facial descriptors36,37. The patient’s
facial descriptors are compared to syndrome gestalts to quantify similarity
(gestalt scores) to generate a prioritized list of syndromic diagnosis36,37.
Face2Gene supports over 7000 genetic disorders34, and is routinely used in
clinical practice by geneticists.

An AI platform combining genomic sequencing with automated
phenotyping using natural language processing prospectively diagnosed
three critically ill infants in intensive care with a mean time saving of 22 h,
and the early diagnosis impacted treatment in each case35. In these time-
critical scenarios, rapid diagnosis by AI can have a meaningful impact to
improve clinical outcomes for these seriously ill children with rare genetic
diseases. It also allows transfer to palliative care and avoidance of invasive
procedures for diagnoses that are incompatible with life.

Autonomy
Autonomycanbe viewedaspositive freedomornegative freedom18. Positive
freedom is seen as the ability for self-determination38, whereas negative
freedom is the ability to be free from interference, such as from technological
experimentation39 or surveillance40.
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Unlike adults, who are able to consent, a parent or legal guardianmust
provide consent for the collection of a child’s medical data or the use of an
AI-enabled device in a child. Decisionally competent adolescents have
developing autonomy, and their consent should be sought, as well as that of
parents. Gillick competence can be applied when determining whether a
child under 16 is competent to consent41,42. Gillick competence is dependent
on the child’smaturity and intelligence, and higher levels of competence are
required for more complicated decisions. Consent obtained from a Gillick-
competent child cannot be overruled by the child’s parents. However, when
aGillick competent child refuses consent, the consent can be obtained from
the child’s parent or guardian. In accordance with the United Nations
Convention on the Rights of the Child, every child has the right to be
informed and to express their views freely regarding matters relevant to
them, and these views should be considered in accordance with the child’s
maturity43. Although a younger child is not legally able to give consent, the
child has the freedom to assent or dissent after being informed in age-
appropriate language44.

The use ofAI inpediatric care should not infringe the child’s right to an
open future45. This can occur through infringements of confidentiality and
privacy, or generally if decisions are made on the basis of AI which
unreasonably narrows the child’s future options.

Justice and transferability
Justice is defined as fairness in terms of access to AI18,19, data18, and the
benefits of AI18,46; and the prevention of bias18,19, and discrimination18,19.
Justice encompasses equity for all, including vulnerable groups such as
minority groups, mothers-to-be and children. AI must benefit all children,
including children fromdifferent ages, ethnicities, geographical regions and
socioeconomic conditions.

Underprivileged communities, including their children, are similarly
disadvantaged in the digital world47. Technology (including AI) may
increase inequality in under-resourced, less-connected communities48 due
to limited access to technology and lower digital literacy. This impacts the
ability of the healthcare teams in these communities to leverage on AI in
both adult and pediatric medicine. Moreover, machine learning algorithms
trained on pediatric data fromdeveloped countriesmay not be applicable to
children in less developed countries, resulting in incorrect predictions.
These AI applications that were trained on non-representative populations
can potentially perpetuate rather than reduce bias49. AI systems risk com-
promising children’s right to equitable access to the highest attainable
standard of healthcare43.

However, AI can also promote equality by connecting under-
developed communities to developed communities. The Pediatric Moon-
shot project was launched in 2020 in an effort to reduce healthcare inequity,
lower cost and improve outcomes for children globally50. The Pediatric
Moonshot project aims to link all the children’s hospitals in theworld on the
cloud by creating privacy-preserving real-time AI applications based on
access to data. Edge zones have been deployed in 3 continents (North
America, South America, and Europe). There is a shortage of specialist
pediatricians in underdeveloped countries, and the Pediatric Moonshot
project includes Mercury, a global image-sharing network to allow non-
children’s hospitals or clinics to share imageswith pediatricians in children’s
hospitals for expert opinion. The Pediatric Moonshot project also includes
Gemini, an AI research lab for children, designed to pioneer privacy-pre-
serving, de-centralized training of AI applications in child health that can
also be deployed on mobile devices for use by doctors serving under-
privileged communities.

Algorithmic bias is the systemic under or over-prediction of prob-
abilities for a specific population, such as children. Fairness (unbiasedness)
is multifaceted, has many different definitions and can be measured by
variousmetrics51. Fairness metrics used for AImodels in healthcare include
well-calibration, balance forpositive class, andbalance fornegative class. It is
important to note that these 3 conditions for fairness cannot typically be
achieved at the same time by an AI model, except under very specific
conditions52. Hence, there is no universal one-size-fits-all definition of

fairness, and somedefinitions are incompatiblewithothers.The appropriate
definition and metric of fairness used largely depends on the healthcare
context.

Al-enabled devices that were trained on adult data only may under-
perform when used in children. Several studies have investigated the use of
adult AI in pediatric patients and results have highlighted difficulties in
generalizing AI across the age spectrum53–57. For example, AI developed to
detect vertebral fractures in adults was unreliable in children with a low
sensitivity of 36% for the detection of mild vertebral fractures54. A deep
learning algorithm, EchoNet-Peds, that was trained on pediatric echo-
cardiograms performed significantly better to estimate ejection fraction
than an adult model applied to the same data55. As pediatric care is com-
monly undertaken in facilities that manage both adults and children, AI-
enabled devices not evaluated in children could unwittingly be used by
healthcare providers on children, resulting in adverse outcomes. Thus far,
most AI-driven radiology solutions have been designed for adult patients.
Of late, radiology imaging advocacy groups have appealed to the US Con-
gress to create policies that address the lack ofAI-based innovations tailored
specifically for pediatric care58.

As such, it is important to consider the transferability of AI systems to
the context of pediatric healthcare. Transferability is a measure for how
effective a health intervention, initially evaluated and validated in one
context, can be applied to another59. AI models are prone to systemic bias
arising from the training data, which limits the range of application. Even if
the training data originates from a diverse population, the differences in
quantity can greatly skew outputs. Children from diverse backgroundsmay
experience vastly different health challenges, which can be due to factors
such as demographic characteristics, upbringing, culture, access to health-
care services, and their surrounding environment. Failure to account for
these differences could lead to bias and disparities in the quality of care,
disproportionately affecting vulnerable children.

Transparency and explainability
Transparency includes both technological transparency and organizational
transparency. Technological transparency refers to the communication and
disclosure to stakeholders of the use of AI18,19, including to the healthcare
team, pediatric patients, and their parents, or guardians. Parents value
transparency, and disclosure pathways should be developed to support this
expectation60. Transparency also refers to efforts to increase explainability
and interpretability of AI-enabled devices18.

Organizational transparency refers to the disclosure to patients and
parents of conflicts of interest. It is not uncommon for AI-enabled mobile
health applications to have both a diagnostic and a therapeutic arm,wherein
a diagnosis made is followed by a redirection of the user to an e-commerce
platform with therapeutic products, such as in esthetic medicine websites
that are also used by adolescents. Appropriate disclosure of any conflicts of
interest between the developer of the AI diagnostic app and the manu-
facturer of the recommended therapeutic products is frequently absent.

Transparency is seen as a key enabler of the various ethical principles.
Only with transparency and understanding, can there be nonmaleficence,
autonomy18, and trust46,61–63.

Privacy
Privacy relates to the need for data protection and data security18. While
privacy is a right for all children as per the UNConvention on the Rights of
the Child43, there is marked variability in adolescent privacy laws not only
between countries, but also between states within the same country for
consent and privacy regarding substance abuse, mental health, contra-
ception, human immunodeficiency virus infection, and other sexually
transmitted infections64. This creates challenges forAI developers looking to
build AI systems for the above health conditions for older children.

Fitness trackers and wearables, and digital health apps such as men-
struation tracking, sleep tracking, and mental health apps, are popular
among adolescents65. These commercial apps collect sensitive data,
including real-time geolocation data and reported or inferred emotional
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states65. Asmobile phone apps collect a large amount of identifying data, it is
almost impossible to de-identify data in order to protect privacy66. Stigma
and discrimination can result from leakage of sensitive health data, and
while this negatively affects patients of all ages, the vulnerability and young
age of children means that any inadvertent disclosure of such data would
have longer-lasting effects in children65.

De-identified data is typically used to train AI systems. However, there
is a real possibility of de-identified pediatric data to be re-identified, parti-
cularly for children with rare genetic diseases, thereby resulting in an
infringement of privacy and possible harm. Larger datasets, which include
data from pediatric patients, are needed for the unbiased training of AI-
enabled devices used by children.

Unfortunately, this may result in not only the loss of autonomy, but
also thepossibility of re-identificationand loss ofprivacy for certain children
and their families.

Dependability
Dependability refers to the need for AI systems to be robust, secure and
resilient, where in the event of amalfunction, the systemmust ensure that it
does not put the patient or the clinical setting in an unsafe state7. This
principle is especially important for pediatric patients, as they may be less
capable of voicing concerns or understanding risks and less likely to be
aware when an adverse event has occurred compared to adults. Without
proper supervision, such malfunctions can be catastrophic.

Auditability
Auditability is the requirement for any capable AI system to document its
decision-making process via an “audit trail” which captures input and
output values as well as changes in performances andmodel states7. This is a
layer of transparency that is critical for understanding how the model
functions and evolves over time. In pediatric care, this allows clinicians to
ensure that recommendationsmade by anAI-enabled systemalignwith the
needs of children and identify any systemic error that may dis-
proportionately affect them. The audit log is also important for clinicians to
evaluate changes within the system over time. For medical-legal purposes,
the audit trail for AI in pediatric patients may need to be retained until the
age of maturity (18 years) plus an additional 3 years (21 years)7.

Knowledge management
Children’s health can be significantly impacted by a wide range of factors,
fromgenetic to environmental. In thepresentday, these factors canfluctuate
widelywithin short periods of time, and vary among children. AImodels for
pediatric healthcare, as a result, may become outdated and less effective as
time goes on.

Accountability
Accountability is the requirement for organizations responsible for creating,
deploying andmaintaining the AI system to actively supervise its usage and
address any concerns raised7. As we have mentioned above, children
represent a specially vulnerable population who may be unaware of the
potential risks from AI systems. It is then up to parents and clinicians to
voice concerns regarding the safety of the child. Accountability ensures that
any potential failures in AI systems do not disproportionately burden
individual clinicians but are addressed in away that protects bothhealthcare
providers and the children under their care.

Accountability also encompasses professional liability. The clinician in
charge of the patient is potentially liable for any harm from use of the AI-
enabled system on his pediatric patients, and his professional license is at
risk. In future, the clinician could also be held accountable for his or her
failure to utilize AI-enabled systems on his patients if this becomes the
standard of care.

Trust
Trust refers to trustworthy AI and is a byproduct of the above ethical
principles. It is generally recognized that trust is needed forAI adoption and

forAI to fulfill its potential for good.Conversely, it can be argued that trust is
the one ethical principle in which we should not have 100% of, in that we
should never place complete trust in an AI-enabled medical device.

Recommendations for child-centric medical AI
At present, none of the professional bodies for child health (including the
International Pediatric Association representing pediatricians from over
144 countries in over 176 member societies, the American Academy of
Pediatrics, and the Royal College of Paediatrics and Child Health in the
United Kingdom) have published a set of guidelines or recommendations
for child-centered medical AI. Similarly, none of the medical informatics
associations (including the International Medical Informatics Association
and the American Medical Informatics Association) have published
guidelines or recommendations for pediatric medical AI. What is currently
available are 1) guidelines for AI ethics and governance in adult medicine6,7

and 2) policy documents fromUnited Nations Children’s Fund (UNICEF)
and the like on AI ethics and governance pertaining to children13–16 but not
specific to child health.

In this review paper, we based our recommendations for child-
centered AI on the policy guidance by UNICEF13, and we elaborated on
these recommendations in the context of child health.

The overarching recommendations by UNICEF are to develop and
deploy AI systems in a manner that upholds children’s collective rights to
protection, provision and participation whilst nurturing various stake-
holders and adapting to the national or local context13. UNICEF has specific
recommendations that are discussed below.

Ensure AI used in healthcare promotes children’s development
and wellbeing
UNICEF recognizes that AI systems can support the realization of every
child’s right to good health and to flourish across mental, physical, social,
and environmental spheres of life13. UNICEF recommends prioritizing how
AI systems can benefit children and to leverage AI to support children’s
well-being13. AI design should adopt a child-centered approach, which
should include safety-by-design, privacy-by-design and inclusion-by-
design.

Ensure inclusion of and for children during the design and
development of healthcare AI
All of the four ethical principles (respect for autonomy, non-maleficence,
beneficence, and justice) require high-quality evidence, This includes AI.
There must be an inclusive design approach when developing AI products
that will be used by children or impact them, and there should be mean-
ingful child participation, both in AI policies and in the design and devel-
opment processes13. Ideally, this should include randomized controlled
trials of the use of AI in children where feasible.

Within the health care context, conducting clinical trials in children is
challenging due to the heterogeneity of the subjects1 and ethical concerns
resulting in strict laws and ethical guidelines67,68. In addition, children are
collectively a smaller population than adults, and children have fewer
chronic diseases,making it lessfinancially attractive for commercial vendors
to developAI-enabled devices for children.Notwithstanding the difficulties,
the National Institute of Health states that “children (i.e., individuals under
the age of 18)must be included in all human subjects research, conducted or
supported by the NIH, unless there are scientific and ethical reasons not to
include them”69,70. The NIH policy was developed because “medical treat-
ments applied to children are often based upon testing done only in adults,
and scientifically evaluated treatments are less available to children”69.
Specifically in the context of AI systems, the White Paper by the American
College of Radiology (ACR) recommends the inclusion of pediatric patients
in AI models that are developed and potentially applicable to children11.
Developers could be incentivized to developAI using suitable pediatric data,
resulting either in separate pediatric models or in combined adult and
pediatric models. The ACR also recommends the incorporation of AI into
clinical practice guidelines for children when appropriate11.
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Ensure AI used in healthcare for children prioritize fairness, non-
discrimination and equitable access
The most marginalized children, including children fromminority groups,
should be supported so that they may benefit from AI systems. Datasets
should include a diversity of children’s data, including children from dif-
ferent regions, ages, socioeconomic conditions, and ethnicities, in order to
removeprejudicial bias against childrenor against certain groupsof children
that results in discrimination and exclusion13.

The American Medical Informatics Association Position Paper states
that “AI must be subject to increased scrutiny when applied to vulnerable
groups including children, particularly in cases where such groups were
under-represented in the data used to train the AI7.” All AI healthcare
models used in children should be tested for fairness using an appropriate
definition of fairness and a suitable metric of fairness that caters to the
specific context. For AI-enabled devices that are used by both adults and
children, the model must not be biased against children. For AI-enabled
devices that are exclusively designed for children, the model must not dis-
criminate against any group of children (such as by race, geographical
location, or socioeconomic situation). Given the known limitations in
conducting clinical trials with children, wemay sometimes have to argue for
a benign form of discrimination in favor of children.

ACCEPT-AI is a framework designed to evaluate AI studies that
include pediatric populations and can be used to check for age-related
algorithmic bias throughout the AI life cycle, from study design to post-
deployment71. If needed, pre-processing, in-processing, and/or post-
processing can be implemented to mitigate bias. Bias should be mini-
mized as far as possible, but it is not usually possible to totally eliminate bias.

However, ensuring fairness in AI for children goes beyond addressing
algorithmic bias. Economic and organizational values must also be taken
into account to ensure equitable access to AI-driven healthcare systems for
all children, regardless of socioeconomic status. These developments should
aim to provide better healthcare outcomes for children using fewer
resources, and AI system providers should aim to provide business models
that offer more value to users72. This ensures that new healthcare systems
remain accessible to lower-income populations and reduces the burden on
healthcare providers in under-developed communities. In this sense, AI
developments must be inclusive, engaging a broad range of stakeholders to
ensure that the perspectives of children, caregivers, healthcare providers,
policymakers, and communities are incorporated into the design and
deployment processes73. Inclusivity helps mitigate the risk of further mar-
ginalizing vulnerable populations and ensures that the benefits of AI can be
equitably distributed across diverse groups of children.

Ensure AI enabled healthcare systems protect children’s data
and privacy
There must be a responsible data approach to the handling of children’s
data65. A balance must be found such that there is sufficient data about
children for the development of AI systems while minimizing data collec-
tion to safeguard privacy and security65. AI systems should adopt a privacy-
by-design approach. Not only is there a need to protect an individual child’s
right to privacy, but there is also a need to protect collective groups of
children (such as a racial group) to prevent profiling13.

UNICEF promotes children maintaining control over their own data
with the capacity to access, securely share, understand the use of, and delete
their data, in accordance with their age and maturity65. However, parents
and guardians need to provide consent for the use of younger children’s
data. Furthermore, as children’s understanding develops with age, the
consent process should be revisited periodically as the child grows13. As
children mature and attain the age of consent, they can reverse the consent
previously provided by their parent or legal guardian and exercise their
‘right to be forgotten’ and for their data to be erased74.

Ensure safety for children when AI is used in healthcare
With respect to how AI systems (including AI-enabled mobile health
applications) interact with users, children should not be exposed to content

targeting that could harm their mental or physical health. Additionally, in
keeping with online safety recommendations, children and their parents
should have access to child safety tools. These tools should include options
to control the content children are exposed to, limit the public visibility of
profile information, restrict other users from contacting or interacting with
an account used by a child, and manage location sharing75.

UNICEF advocates continuously assessing and monitoring AI’s
impact on children throughout the entire AI development life cycle and
testing AI systems for safety, security, and robustness13. AI systems used in
healthcare, in particular those used for children, should have appropriate
human agency, oversight and control measures with humans in the loop as
far as possible.

InPediatricMedicine, off-label useofmedication is common76, as there
are fewer legalized medicines and dosage forms for the pediatric
population77. Legal restrictions on the conduct of clinical trials in children
exacerbate the lag in the regulation of medicines for pediatric use78,79. Off-
label use is associated with increased uncertainty on efficacy and increased
risk for adverse effects. Significantly,moreoff-labelmedicines are prescribed
in the neonatal and pediatric intensive care units76,80, and thismay reflect the
dire do-or-die situation that makes off-label drug use less of an issue for
clinicians. With regards to off-label use of drugs and medical devices in the
United States, once a drug or device receives regulatory approval, physicians
can exercise professional judgment and legally prescribe the drug or device
for any indication they deem safe and effective, irrespective of official FDA-
approved indications81. The AmericanAcademy of Pediatrics (AAP) Policy
Statement on the Off-Label Use of Medical Devices in Children states that
“The clinical need for devices to diagnose and treat diseases or conditions
occurring in children has led to the widespread and necessary practice in
pediatric medicine and surgery of using approved devices for off-label or
physician- directed applications that are not included in FDA-approved
labeling. This practice is common and often appropriate, even with the
highest-risk (class III) devices.”82 The FDA Guidance document on “Off-
Label and Investigational Use Of Marketed Drugs, Biologics, and Medical
Devices” states that “If physicians use a product for an indication not in the
approved labeling, theyhave the responsibility to bewell informedabout the
product, to base its use on firm scientific rationale and on sound medical
evidence.”83 The AAP Policy Statement on the Off-Label Use of Drugs in
Children states that “Off-label use is neither incorrect nor investigational if
based on sound scientific evidence, expert medical judgment, or published
literature.”84 The emphasis on scientific evidence and published literature
avoids experimental and potentially unsafe practices.

Drawing from the experience of off-label drug and device use, with the
added knowledge that AI systems behave unpredictably when applied to
patients demographically different from their training population, there is
an urgent need for additional research and recommendations by key opi-
nion leaders on the risks and benefits of off-label use of AI-enabled devices
in pediatric patients and to set new standards of evidence before AI is
deployed on children. Robust informatics evaluation frameworks are also
crucial when developing AI systems for pediatric care to ensure that the
designprioritizes ethics and equity, assessing limitations and riskswhile also
helpingusers understand system logics85. Evidence-basedhealth informatics
requires the need for concrete scientific evidence in assessing performances
and risks associated with AI systems20.

Moreover, AImodelsmust be also continuously updated and retrained
to account for new pediatric data7, reflecting such changes to ensure that the
outputs from the models remain accurate, reproducible, and relevant. This
prevents degradations inmodel effectiveness fromcausingharmtochildren.
Developersmust clearly documentwhenAImodels are created, revalidated,
and set to expire7.

Aside from this, AI systems need to adopt a fail-safe design and be
thoroughly tested for robustness to ensure that their performance does not
degrade in unforeseen circumstances7. This prevents potentialmalfunctions
from compromising the safety of the child.

AI-enabled systemsmusthave cybersecuritymeasures inplace toprotect
against unauthorized access,modification and disruption, whilstmaintaining
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confidentiality, integrity and availability. These protective mechanisms must
secure both the AI system as well as the data of the children.

Ensure thatAI inhealthcaresupports transparency,explainability
and accountability for children
Medical professionals should be informed about the use of an AI-enabled
device and the limitations of the AI system including inclusion and exclusion
criteria. Parents andchildrenwho interactwith anAImedical systemalsohave
the right to be informed using age-appropriate language and an inclusive
manner, to understand how the system works and how it uses and maintains
confidential data13. AI systems should be developed so that children are pro-
tected and empowered by legal and regulatory frameworks, irrespective of
children’s vulnerability and understanding of the AI system13. These AI gov-
ernance frameworks must be regularly reviewed and updated to protect the
rights of children. AI regulatory bodies must be established to continually
monitor and correct any ethical infringements to the rights of children.

Physicians should determine prior to the use of any AI system whether
the device has been specifically evaluated in pediatric patients by referring to
the indications for use section and the 510(k) summary in the FDA 510(k)
database12. Alternatively, physicians can refer to the user manual or ask for
such information from the device vendor11. The American College of Radi-
ology (ACR) has recommended including a “statement regarding author-
ization specifically for use in children, including a description of the evidence
that does/does not support use in children, or if there is a lack of such
evidence”onall FDA-authorizedAIdevices86. TheACRalso recommended a
highlyvisiblenutrition label-style summaryofAI-enableddevice information
that could include a pediatric use section86. The above would guide decision-
making related to AI device acquisition, implementation, and appropriate
use11,86 and facilitate properly informed consent. If the AI-enabled device has
notbeen evaluated in children, physicians should exercise cautionandclinical
judgment and disclose this to parents and competent children.

As far as possible, developers of AI should use interpretable and not
black-box AI for building AI systems for children. This is especially
important for irreversible decisionswith far-reaching consequences, such as
for embryo selection in in-vitro fertilization treatment87, or for predicting
futility of care in critically ill neonates and children. Developers should also
provide accessible mechanisms for reporting and escalating concerns
regarding theAI system tomedical professionals and families, ensuring that
risks are promptly assessed andmitigated, and that complaints are properly
addressed. Redress should be offered in case of harm7.

Empower governments and businesses with knowledge of AI
and children’s rights
Policymakers,management, andAI systemdevelopersmusthave awareness
and knowledge of AI and children’s rights, and be committed to child-
centered AI and translating this into practice13.

Support governments and businesses in creating an enabling
environment for child-centered medical AI
Governments andbusinesses should invest in infrastructuredevelopment to
address the digital divide and aim for equitable sharing of the benefits of
AI13. Not only must funding and incentives be provided for child-centered
AIpolicies and strategies, supportmust beprovided for rigorous researchon
AI for and with children across the AI system’s life cycle13.

The United Nations Secretary-General’s High-level Panel on Digital
Cooperation recommends increasing international cooperation on AI by
investment in open source software, open data, open AI models, open
standards, and open content88. Child-centered AI systems would greatly
benefit from government and private sector cooperation and from the
sharing of resources and approaches13.

The key concepts linking the ethical principles and recommendations
for child-centered medical AI are summarized in Fig. 1.

PEARL-AI framework
From our comprehensive review of ethical principles in AI for child health
and the recommendations we have collated for advancing child-centered
medical AI, we present the Pediatrics EthicAl Recommendations List for AI
(PEARL-AI) framework (Table 1). As there is an absence of both rando-
mized controlled trials and large non-randomized trials in the use of AI in
healthcare for children, all the recommendations in the PEARL-AI frame-
work are built using Level C quality of evidence based on previously pub-
lished opinions of experts. In the framework, we have also included new
recommendations that we believe to be important in ethical AI for pediatric
healthcare, for which we have elaborated on in the previous section on
recommendations for child-centric medical AI.

This framework is intended as a practical, actionable resource for clin-
icians, academics, healthcare administrators, and AI developers. The PEARL-
AI framework will be regularly updated to reflect new evidence and devel-
opments in the field of AI in healthcare in children, to ensure that AI-enabled
systems in healthcare uphold the highest standards of ethics while addressing
the unique needs and vulnerabilities of children.

Fig. 1 | Linking of key ethical concepts and recommendations for child-centered
medical AI. The key ethical considerations in AI for child health are non-mal-
eficience, beneficence, autonomy, privacy, justice and transferability, transparency
and explainability, accountability, dependability, auditability and knowledge

management. Only when these ethical principles are upheld, will there be trust in the
AI-enabled system. These ethical principles are linked to recommendations for
action to support child-centered medical AI.
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A systematic child-centric approach
The PEARL-AI framework is designed to be a child-centric and structured
guide that supports ethical decision-making throughout all phases of the AI
lifecycle. By placing children at the core of its considerations, the framework
prioritizes child health, rights, and well-being in every stage of AI devel-
opment and deployment.

The ethical challenges inherent in AI development are magnified for
pediatric populations due to their vulnerability, dependency on caregivers,
and limited ability to advocate for themselves. This makes the imple-
mentation of a framework like PEARL-AI essential.

Proactive ethical oversight
The PEARL-AI framework supports proactive ethical oversight for identi-
fying and addressing potential ethical breaches early in the AI development
process. Key features of the framework include:
1. Child-Centered Safeguards: Recommendations for designing algo-

rithms and interfaces that are sensitive to the unique physical,
cognitive, and emotional needs of children.

2. Ethical Risk Assessment: A structured evaluation of potential risks to
children’s well-being posed by AI models, including bias, discrimina-
tion, and unintended outcomes.

Table 1 | PEARL-AI framework for clinicians, academics, administrators and developers

Recommendation Action Fulfillment (Complete/Partial/
Absent/Not Applicable) with
Elaboration

Ensure AI used in healthcare promotes children’s
development and wellbeing

AI development/implementation prioritizes benefitting children and
supporting children’s well-being11,13

There is no or minimal potential risk of harm to children from use of the AI-
enabled system7,13

Ensure safety for children when AI is used in
healthcare

The AI-enabled system used for pediatric healthcare has appropriate
human agency, oversight and control measures with a human in the loop
as far as possible

A fail-safe design is adopted to assure that the performance of the AI-
enabled system does not degrade in unforeseen circumstances7

There is thorough testing for accuracy, safety, security, reproducibility
and robustness before the AI-enabled system is deployed on children13

There is a process to continuously assess and monitor the impact of the
AI-enabled system on children13,86

There is clear documentation as towhenAImodels are created, validated,
and set to expire7

The AI-enabled system is secure from unauthorized access, modification
and disruption whilst maintaining confidentiality, integrity and availability

Ensure inclusionof and for childrenduring thedesign
and development of healthcare AI

There is meaningful child participation in AI policies and in the design and
development processes11,13,73

AI development utilizes randomized controlled trials in children where
feasible

Ensure AI used in healthcare for children prioritize
fairness, non-discrimination and equitable access

Datasets include children as subjects11,69,70

Datasets are not biased against certain groups of children based on age,
ethnicity, region or socioeconomic status7,13

Tests for fairness (in children and in particular sub-groups of children)
using suitable metrics are performed

There is equitable access to the AI-enabled system for all children,
regardless of socioeconomic status7,11,13

Ensure AI-enabled healthcare systems protect
children’s data and privacy

Data collection is minimized with only necessary data collected65

Consent is required from parents and guardians for the collection, use or
storage of younger children’s data65

Children are able to access, understand the use of, and delete their data in
accordance with maturity43,44,65

Children who reach the age of consent are able to reverse parental
consent previously given74

Ensure that AI in healthcare supports transparency,
explainability and accountability for children

Medical professionals, parents and children are informed about the use of
an AI-enabled system, how the AI-enabled system makes its decisions,
and its limitations11,13,60,86

Parents and children are informed regarding how the AI-enabled system
uses and maintains confidential data13

The AI-enabled system includes a statement on authorizing its use in
children, including evidence that supports use in children or a lack
thereof11,86

Developers use interpretable and not black-boxAI for building AI-enabled
systems for children, in particular for irreversible decisions with far
reaching consequences6,87

Developers and manufacturers provide accessible mechanisms to
medical professionals and families for reporting and escalating concerns
on the AI-enabled system7,11,86
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3. Stakeholder Engagement: Mechanisms to involve a broad spectrum of
stakeholders, including the children themselves, parents, clinicians,
and developers, in the design and evaluation processes.

4. Iterative Validation: Emphasis on continuous testing and validation of
AI systems in real-world pediatric settings to ensure safety, accuracy,
and ethical alignment.

Lifecycle ethical integration
A distinctive attribute of the PEARL-AI framework is its focus on inte-
grating ethical considerations into every phase of the AI lifecycle, including:
1. ProblemDefinition: Ensuring that theAI initiative addresses a genuine

pediatric healthcare need without introducing unnecessary risk.
2. Data Collection and Preparation: Advocating for transparency,

informed consent (tailored to the pediatric context), and equitable data
representation.

3. Algorithm Development: Prioritizing fairness, explainability, and bias
mitigation in model design.

4. Testing and Deployment: Instituting rigorous testing protocols to
validate that AI tools perform reliably and safely in diverse pediatric
populations.

5. Post-Deployment Monitoring: Establishing mechanisms for ongoing
surveillance of AI systems to detect and rectify issues that may emerge
over time.

The PEARL-AI framework emphasizes that AI in pediatric healthcare
should not merely meet technical and clinical benchmarks but should
actively protect and promote the best interests of children. By prioritizing
safeguards through the AI lifecycle, the framework helps to ensure that the
transformative potential of AI in child health is harnessed responsibly, with
children’s rights and well-being placed at the forefront.

Conclusion
This review article describes ethical principles and challenges in the
use of AI in healthcare for children. Important AI ethical principles
discussed include non- maleficence, beneficence, autonomy, justice
and transferability, transparency and explainability, privacy,
dependability, auditability, knowledge management, accountability,
and trust. In the final section in this article, we provide recommen-
dations for child-centered medical AI. We based our recommenda-
tions for child-centered AI on the policy guidance on AI for children
by UNICEF, and we elaborated on these recommendations in the
context of child health. We also introduced the Pediatrics EthicAl
Recommendations List for AI (PEARL-AI) framework, that can be
used by both AI developers and clinicians to ensure ethical AI-enabled
systems in healthcare for children.
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