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X-ray Computed Tomography (XCT) plays a vital role in characterizing internal porosity in laser Powder
Bed Fusion (PBF-L) parts, where defects critically impact mechanical properties. Traditional methods for
porosity segmentation rely on supervised machine learning, which requires large labeled datasets and
high computational resources, limiting scalability. Foundation Models, pre-trained on diverse datasets,
offer a flexible alternative by enabling high accuracy through user-provided prompts with minimal fine-
tuning. This study develops a novel unsupervised porosity segmentation framework based on the
Segment Anything Model (SAM), a Vision Transformer-based Foundation Model. Utilizing a multi-point
prompt generation scheme with unsupervised clustering, it achieves a Dice Similarity Coefficient (DSC)
of over 80%, enabling efficient defect segmentation without labeled data. Additionally, the framework’s
performance is validated across varied prompt sets by bootstrapping for uncertainty quantification. By
addressing scalability and automation challenges, this work highlights the transformative potential of
Foundation Models in enhancing XCT-based porosity characterization for PBF-L parts.

Laser Powder Bed Fusion (PBF-L)' is a Laser Additive Manufacturing
(LAM) technique increasingly being used for producing complex parts
across industries like aerospace, automotive, and biomedical. Its strength lies
in its ability to fabricate components with intricate geometries” and achieves
fine resolution and complex geometries, with precision depending on
process parameters and post-processing’. In PBF-L, a thin layer of metal
powder is spread across a level bed, where it is selectively melted using a
highly focused laser beam. Despite its wide adoption in various industries,
PBF-L is prone to process-induced defects, such as porosity, cracking, and
geometric distortions. Porosity is a common defect in PBF-L that occurs
mainly due to a lack of fusion, entrapped gas, and keyholes™’. It negatively
affects mechanical properties like tensile strength, stiffness, and hardness,
thereby compromising the quality of the final product’. Non-destructive
testing methods, like high-resolution X-ray Computed Tomography (XCT),
are widely used to isolate and locate pores in fabricated parts*”’. However,
identifying and measuring internal porosity from XCT data manually can be
arduous and challenging. With the advent of Machine Vision® and Industry
4.0°, different image processing'”'' and machine learning (ML)-based
techniques'>"” have been widely adopted for such tasks, significantly
improving the quality of defect segmentation in different fields of manu-
facturing, including PBF-L.

Semantic segmentation' is a computer vision task that assigns a label
to every pixel and helps to understand a pixel-wise mapping of the contents

in an image. In the fast-evolving field of Al, image segmentation in man-
ufacturing has seen significant advancements. ML tools like Waikato
Environment for Knowledge Analysis (WEKA)'" and image analysis plat-
forms like Fiji/Image]'® have been employed for segmenting XCT datasets.
Fiji/Image], with plugins like Trainable Weka Segmentation', offers
advanced tools for interactive image segmentation and machine learning-
based pixel classification. For instance'®, utilized the Trainable WEKA
Segmentation (TWS) plugin in Fiji/Image] to perform pore segmentation in
XCT and Serial Sectioning (SS) images. Ground truth labels were manually
created to train a supervised ML classifier based on the Random Forest
algorithm. Similarly", applied the TWS plugin in Fiji/Image] to manually
generate ground truth labels for XCT images and conducted supervised
training using a Fast Random Forest classifier. This approach was employed
to establish a correlation between the identified pores and strain localization
in the built material. Both studies highlighted that interactive image seg-
mentation methods, such as WEKA, require supervised training to ensure
consistency in segmentation results for XCT or similar optical imaging. This
process necessitates the generation of ground truth labels, manually for cases
where the labels are absent. Consequently, there is a pressing need for a
reliable, consistent, computationally efficient, and automated approach, free
from operator bias, to accurately characterize defects in metal additive
manufacturing (AM)'®. Another notable example is the use of U-Net™ for
defect segmentation in LAM. Originally developed for medical image
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Fig. 1 | Comparison of the supervised technique redrawn from® and the proposed model in terms of label dependency and training requirements.

segmentation, U-Net has become a standard for detecting defects across
various industrial applications such as surface anomalies’, internal
porosity”” and 3D volumetric defects”. Alternative methods have also been
explored, such as the Hessian matrix-based analysis in** for pore identifi-
cation and autonomous defect detection techniques using Support Vector
Machines (SVMs) and neural networks™. Similarly*’, combined Principal
Component Analysis (PCA) and K-means clustering to analyze XCT
images. Traditional ML methods, including SVMs and Random Forests,
often use thresholding techniques like Bernsen” and Otsu™®, though these
are increasingly replaced by deep learning models. For example”, used
Convolutional Neural Networks (CNNs) trained on micro-CT X-ray
images to estimate the properties of porous media. Similarly”, combined
Otsu thresholding with CNNs to segment porosity in metallic additive
manufacturing (AM) specimens. Likewise’, utilized Otsu-based ground
truth for U-Net training, and™ applied a U-Net with a ResNet backbone and
Bernsen thresholding for volumetric porosity segmentation. Although deep
learning-based methods have advanced segmentation accuracy, they often
require large labeled datasets and extensive computational resources.
Transfer learning™ has been explored as a way to reduce the need for large
training datasets by adapting pre-trained models, yet it still depends on
partial training with labeled data®, which may not always be feasible in real-
world manufacturing settings. Moreover, most LAM datasets are either
unlabeled or have limited sample sizes, making them incompatible with
conventional supervised training methods such as CNNs and their variants.
Furthermore, unlike standardized medical imaging datasets™", porosity in
L-PBF is highly variable and often inadequately labeled, making it more
challenging to analyze and segment. These challenges highlight the need for
more adaptable and versatile segmentation techniques.

In this paper, we focus on the segmentation of pores in cylindrical parts
produced using various setups of the PBF-L process, as detailed in’. To
address the challenges of porosity segmentation, we develop an unsu-
pervised framework based on the Segment Anything Model (SAM)*, a
Foundation Model created by Meta for image segmentation tasks™. It has a
pre-trained image encoder, a prompt encoder, and a light-weight mask
decoder. SAM has been recognized for its transformative impact on image
segmentation by utilizing user-specified prompts, such as points or
bounding boxes, to guide the segmentation process on new datasets without
requiring prior training””. It has demonstrated strong performance in
medical imaging”™', camouflaged object detection”, object tracking®,
pseudo label generation***, and image captioning®’. However, SAM faces
challenges in real-world tasks without fine-tuning”’, particularly in additive
manufacturing***’. Moreover, SAM’s reliance on manually generated
prompts limits its applicability in scenarios where annotations are una-
vailable, particularly in industrial settings where real-time human inter-
vention is impractical. In our analysis, we find that applying SAM directly to
XCT images does not yield optimal results for the porosity segmentation

task in our case. Thus, we propose a novel visual prompt generation scheme
to address these limitations, applicable to datasets similar to those used in
this case study. This method allows SAM to effectively segment porosity in
unlabeled XCT images of PBF-L specimens, eliminating the need for
manual inputs. We summarize our contributions in this paper as follows:

* We minimize the dependency on labels and supervised training of
conventional ML models by incorporating a foundation model for
image segmentation, SAM in our proposed framework.

* We develop a novel porosity segmentation framework for PBF-L parts
by introducing an unsupervised clustering-based method to generate
contextual prompts, guiding SAM to effectively segment porosity in
unlabeled XCT datasets.

* We utilize bootstrapping to quantify the uncertainty of the model’s
performance across various prompt sets, providing a robust evaluation
of the proposed framework’s reliability and accuracy.

Our research reveals that integrating contextual prompt generation into
the SAM framework provides weak supervision®’, significantly improving
performance and final segmentation quality. Our approach avoids the need
for supervised training or fine-tuning, which requires large, labeled datasets
as demonstrated in Fig. 1. As demonstrated later, our unsupervised prompt
generation achieves high-accuracy predictions and simplifies the challenges
of manual prompt annotation and label creation for our unlabeled dataset.

Results

Our proposed framework in Fig. 2 consists of three primary stages: data
preprocessing, prompt generation, and performing inference using SAM.
These steps are discussed in detail followed by the segmentation results and
performance evaluation of the framework in the following subsections.

Data Pre-processing

Our framework is designed to consider the layer-by-layer printing approach
of the PBF-L process and we treat the data collected as the function of the
layers in order as the XCT images are collected along the build direction
according to’. The morphology and characteristics of pores remain rela-
tively consistent within the same sample as described in’. While porosity is
inherent to the material and influenced by process parameters, we use
consecutive slices of XCT images along the build direction to identify
similarities among the images. This allows us to determine the central
tendency of pore locations within a group of images, enabling efficient
prompt generation for SAM. This approach aligns with the layer-by-layer
nature of LAM, making it suitable for real-time sequential data processing if
needed. Taking the above considerations into account, we opt to use par-
titional clustering techniques* which can provide a mean or center point
accurately representing the central tendency of the clusters at different
layers. Thus, the goal at this stage of the framework is to identify a
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Fig. 2 | Our proposed framework of unsupervised prompt generation with Segment Anything Model.

Table 1 | Mean Dice Similarity Score obtained from the different prompt generation techniques on all the samples

Samples Dice Similarity Score

K-means K-medoids Reference binary masks No Prompts
Sample 3 0.62 £ 0.034 0.62 + 0.036 0.64 +0.029 0.0019 + 0.0006
Sample 4 0.44 £0.12 0.44 +£0.13 0.49 + 0.11 0.0299 + 0.0081
Sample 5 0.88 +0.019 0.88 +0.015 0.88 +0.016 0.0022 + 0.0021
Sample 6 0.70 £ 0.092 0.75 £ 0.042 0.79 + 0.098 0.0002 + 0.0002

The standard deviations are calculated to show the spread of the Dice Similarity Scores, indicating the variability of the results obtained from different prompt generation techniques across all samples. The
first two columns show the DSC scores achieved using centroids derived from different clustering techniques respectively. The next column represents the DSC scores obtained from prompts generated
from the respective reference binary masks of the individual image. The final column displays the DSC scores obtained without using any prompts.

representative image that serves as the basis for generating prompts to
effectively guide the segmentation task.

First, we select a set of images from each of the PBF-L samples discussed
in the Dataset section and perform unsupervised clustering. The goal is to
determine the centroid images representing individual clusters of XCT ima-
ges, which will be utilized later to generate prompts for SAM. In this work, we
use two Partitional Clustering" techniques namely K-means clustering™ and
K-medoids™ clustering to determine the centroid images of the clusters. This
is due to their unique methods of forming clusters and the ability of
K-medoids to use different distance metrics for clustering”. K-means is a
widely used unsupervised clustering method due to its simplicity yet effec-
tiveness in diverse data instances, but it is sensitive to outliers. On the other
hand, K-medoids clustering, which employs an actual data point as the
centroid of a given cluster, is less susceptible to noise or outliers. Additionally,
the method relies on the selection of an appropriate distance metric which
directly influences the clustering outcome™. These assumptions align well
with our application, as the use of actual data points (medoids) ensures that
the representative images are realistic and interpretable. However, it may
overlook subtle yet significant cluster information from the rest of the data.
Given their unique characteristics, we employ both K-means and K-medoids
clustering in our experiments for prompt generation. The purpose of using
both K-medoids and K-means is to evaluate the effectiveness of our unsu-
pervised prompt generation methodology by comparing centroids and
medoids as representative images. We find later in Table 1 that the final
segmentation results are in the same range using the representative images
from both the clustering techniques. It is worth noting that K-medoids
clustering has higher computational complexity compared to K-means, pri-
marily due to the repeated evaluation of dissimilarities between all points and

potential medoids, resulting in an overall complexity of O(n” x k) per iteration,
whereas K-means, with its reliance on mean calculations, has a lower com-
plexity of O(n x k) per iteration™. Despite this added computational cost, it is
not a significant concern in our analysis because the dataset size for each
sample remains manageable. To ensure fairness in comparison, we maintain
equal-sized selected sets for all samples. While applying K-medoids clustering
on the XCT images, we utilize both Euclidean distance’ and Dynamic Time
Warping (DTW) distance™ as distinct metrics for effective comparison of the
resulting medoids. Notably, the medoid images obtained from K-medoids
clustering are identical when using either distance metric.

Prompt Generation

Prompts can be defined as the creation of a task-specific information tem-
plate. In natural language processing (NLP), prompting transforms the
downstream dataset into a language modeling problem™. This approach
allows a pre-trained language model to adapt to a new task without modifying
its parameters. Inspired by NLP, visual prompts were first introduced in* and
include point prompts, bounding boxes, and masks, aiding in computer
vision tasks like object localization, segmentation, and image generation.
However, creating an effective prompt requires domain expertise and sig-
nificant effort. Additionally, in practical manufacturing environments such as
the ex-situ characterization of internal porosity, it is typical for data to be
unlabeled, which creates difficulties for the prompt-tuning of pre-trained
models such as SAM. Therefore, we focus on using unsupervised techniques
for creating visual prompts to assist the defect segmentation of the unlabeled
XCT images using the SAM inference model. In our study, we investigate the
utilization of point prompts in SAM and use the location coordinates of the
pores that make up the foreground. The steps are described below.
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As described before in the data preprocessing step, we first select a set of
images from a PBF-L printed sample, run unsupervised clustering i.e., K-
means, and K-medoids, to group them in respective clusters, and obtain the
centroid or the medoid images as the representative image for that cluster.
For ease of reference, we call both the centroids and medoids as ‘Centroids’
in the rest of the paper given that they serve the same purpose in our
methodology. We then employ Binary Thresholding” to partition each
centroid image into the foreground representing defects, and background
encompassing the remaining data. Following this we randomly select a small
subset of 2D location coordinates from the foreground pixels of these stored
centroid images. These selected coordinates are labeled as class ‘1’ to comply
with SAM’s prompt encoder requirement for foreground labeling. Finally,
we apply them as prompt inputs to SAM during the inference. Generating
prompts using centroids of clustered images as a representative source
avoids the overhead of creating prompts from each individual image on
which segmentation is performed. The pseudocode for our Prompt Gen-
eration algorithm is demonstrated as Algorithm 1.

Algorithm 1. Prompt Generation
Input: Centroid Image Cj;
Output: 2D point coordinates p, Labels J;
Steps:
Select the respective centroid images C; from cluster k;
Apply the Binary Thresholding to Cy;
Collect p = (x, y);

zvher)e,_ (x C (X, Y)|X € Xaxis coordinates of foreground in C)
0= (y € (X,Y)|Y € Y axis coordinates of foreground in C;)
Create labels I = {1}" for (x, y), where n = |x| = |y|;
end

Inference Using SAM
In this stage, the clustered images and their respective prompts are provided
to the SAM inference model to generate binary masks as the output. Since a
single input prompt can correspond to multiple valid masks, SAM provides
three valid final masks simultaneously instead of one to avoid ambiguity i.e.,
Subpart, Part, and Whole object, covering different sections of the respective
image as shown in Fig. 2. Sub-part masks typically contain comparatively
less information about the pores than part masks. On the other hand, masks
segmenting the entire circular surface of the samples as the whole object are
not useful in our case. For porosity segmentation, we observe that masks
identified as parts are the most suitable for our application and achieve the
highest DSC score (refer to the ‘Performance Analysis using Centroid-Based
Prompts’ section for how DSC scores are calculated) among the three masks.
SAM returns an estimate of the Intersection over Union (IoU)* score
along with every predicted mask based on the granularity of the segmen-
tation. These IoU scores are predicted by SAM based on its pertaining (not
the current dataset), demonstrating confidence in segmenting different parts
of the same object. These IoU scores are not computed by comparing the
masks with the ground truth of the current dataset being used. Since we opt
for an end-to-end unsupervised protocol in our framework, we select the
most appropriate masks based on their ranks by the estimated IoU scores
from SAM as ground truth may be not available in many cases. The three
masks representing various parts of the object are derived from different
object boundaries set by SAM itself. It is important to clarify that SAM
predicts IoU scores as estimations for the different masks it generates for the
same prompt and object. The masks are consistently indexed in the order of
their ranks determined by SAM’s predicted IoU. Typically, sub-part masks
exhibit the lowest IoU scores (< 0.5) due to the complexity of segmenting
small, intricate regions. This results in higher boundary errors but captures
finer details of smaller objects. Part masks exhibit moderate IoU scores (<0.8)
balancing granularity and segmentation complexity while whole object
masks tend to have the highest IoU scores (0.88 — 0.9) among the three
masks because SAM is more confident in segmenting larger and coarse
regions. However, in our case, these masks represent the overall structure of

the object and do not capture the internal pores of interest. We find that for
all the samples of our dataset, the predicted IoU for any mask returning
the whole object is usually higher than 0.88-0.90 and remains stable across all
the samples. Thus we use it as a limit of the estimated IoU score to select the
corresponding mask as shown in Algorithm 2. The strategy is to always select
the mask that identifies the parts, unless its IoU score surpasses the limit,
indicating that it also returns the entire object. In such cases, the sub-part
mask is selected as the final predicted result. For instance, in our study for
Sample 4, the sub-part mask is most effective at capturing the finer granu-
larity of very small pores (< 0.06 mm) as shown in Fig. 3. In contrast, for
samples with larger pore sizes (e.g., Samples 3, 5, and 6 in Fig. 3, where pore
sizes are > 0.5 mm), the part masks are more accurate and relevant. Whole
object masks, on the other hand, represent the broader structure and are less
suitable for segmenting pores. Please note that one can obtain the multi-
mask outputs and select the desired mask by visual inspection in case an end-
to-end unsupervised methodology is not required. The pseudocode for our
porosity segmentation framework using SAM with centroid-based prompt
generation through unsupervised clustering is referred to as Algorithm 2.

Algorithm 2. Unsupervised Porosity Segmentation Framework

Input: XCT images I;
Output: Binary Masks M;, Predicted IoU score S;;

Steps:
Run unsupervised clustering to images I to group them into k clusters;
Select the respective centroid images Cj, for cluster k;
Generate point prompts p using Algorithm 1;
Input the images Ij, from cluster k£ and Point Prompts p to SAM;
Run SAM inference and obtain M;, S; where 0 < i < 2;
for each M;, S; do
Select My, Sy (part);
if S; > 0.88 then
| Select My, Sy (subpart);
end
end

Prompt Bootstrapping
As outlined in Algorithm 1, prompts for a given image are generated by
randomly selecting a subset of points, specifically the 2D location coordinates
of the foreground corresponding to the centroid image. To assess the variability
of this process and its impact on the final segmentation results, we employ
bootstrapping™ of the prompts. Bootstrapping is a resampling technique used
to estimate the sampling distribution of a statistic or to generate prediction
intervals™'. However, in this study, we do not aim to estimate prediction
intervals but rather to verify the stability of the segmentation process using a
subset of point prompts corresponding to foreground or Class ‘1’ from a
centroid image. To achieve this, we apply m out of n bootstrapping”, where the
point prompts are sampled with replacement. Here, n represents the total
number of points for Class ‘1’, and m < n is the number of points resampled.

For each bootstrap iteration, we perform m out of n bootstrapping on
the 2D location coordinates of the foreground of the respective centroid
image for the particular cluster of images. The total number of foreground
points (r) varies across samples, ranging from 1,400 to 300,000. We set m =
10, 000 for all samples, except for Sample 4, where m = 1, 000 due to the
significantly smaller sample size. In each bootstrap iteration, a new set of
prompts is randomly selected with replacement, meaning that previously
selected points remain eligible for selection in subsequent iterations. For
each of the m resampled sets of prompts, we run our framework using the
SAM inference model on the clustered images and compute the Dice
Similarity Coefficient (DSC) scores (see the next section) from the predicted
masks. This process is repeated for B =100 bootstrap iterations, generating a
distribution of segmentation scores (DSC) for each image.

Afterward, we calculate 95% confidence intervals for the segmentation
results from Samples 3, 4, 5, and 6, providing an estimate of the variability in
our results (see Table 3).

npj Advanced Manufacturing| (2025)2:10


www.nature.com/npjadvmanuf

https://doi.org/10.1038/s44334-025-00021-4

Article

(b) K-means
Based Results

(a) Input image

Sample 4 Sample 3

Sample 5

Sample 6

Fig. 3 | Prediction results by our framework. Rows 1, 2, 3, and 4 represent examples
of XCT images from all the samples. (a.1 - a.4) Input XCT Image from Sample 3,4, 5
and 6 respectively, (b.1 - b.4) Predicted mask by our framework using K-means-

based prompts for Sample 3, 4, 5 and 6 respectively, (c.1 - ¢.4) Predicted mask by our
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framework using K-medoids-based prompts Sample 3, 4, 5 and 6 respectively,

(d.1 - d.4) Predicted mask by our framework using corresponding reference binary
Masks-based prompts for Sample 3, 4, 5 and 6 respectively, (e.1 - e.4) Corresponding
reference binary mask Sample 3, 4, 5 and 6 respectively.

Algorithm 3. Bootstrapping Prompts

Input: Clustered XCT images Ij, Centroid image Cj;
Output: DSC scores, Dj;

Steps:
First, choose the size of prompts, m, where m < n where n = |(X,Y)[:
for each cluster k do
Collect (X,Y) from C}, [Algorithm 1J;
for samplei =1 to B do
Randomly sample p;, (|p;| = m);
Run SAM inference model on I and p;;
Calculate DSC scores for predicted masks, D;
Store DSC scores, Dj;
end
Compute means and confidence interval of DSC scores, D ;
end

Performance Analysis using Centroid-Based Prompts

Since no ground truth is available for this dataset, we generate ‘Reference
binary masks’ from the original images only to evaluate the performance of
the proposed framework. To accomplish this, we adopt a few-step thresh-
olding technique similar to the one employed by’ on the same dataset to
generate labels. Thresholding is a common method used in image proces-
sing to create binary masks, particularly when ground truth labels are
unavailable, as it allows for segmentation based on pixel intensity or other
features. We select a set of 50 consecutive images representing approxi-
mately six consecutive layers, as each layer is captured by about eight images.
We select the number of images considering computational constraints
while preserving the original resolution of each image to ensure no loss of
information. These images are then divided into three clusters using
unsupervised methods such as K-means and K-medoids. This clustering
approach effectively groups images from consecutive layers together, cap-
turing the nuances and similarities in pore distribution across the different
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Table 2 | Comparison of Precision and Recall scores among K-means, K-medoids, and Reference binary masks

K-means prompts

K-medoids prompts

Reference binary masks prompts

Precision Recall Precision Recall Precision Recall
Sample 3 0.86 + 0.0007 0.48 £ 0.0016 0.86 + 0.008 0.48 £ 0.0013 0.86 + 0.0003 0.48 + 0.001
Sample 4 0.29 +0.011 0.87 = 0.01 0.23 +0.013 0.81 £ 0.007 0.34 £0.016 0.95 +0.017
Sample 5 0.85 + 0.001 0.94 + 0.0001 0.84 +0.0009 0.93 + 0.0001 0.84 + 0.0009 0.93 + 0.0001
Sample 6 0.79 + 0.001 0.63 + 0.01 0.82 +0.0003 0.68 +0.01 0.84 +0.0016 0.75 +0.01

layers. Each cluster contains images based on the similarities in pore dis-
tribution and their centroid images are retrieved to represent the central
tendency of the pores in respective clusters for contextual prompt genera-
tion. This approach can be repeated over the images across the volume of the
PBF-L samples. An NVIDIA A10 GPU (Graphics Processing Unit) with 23
GB VRAM (Video Random Access Memory) is used as the computing
system. PyTorch version 2.5.1, integrated with CUDA 12.1, is utilized in this
study alongside Scikit-learn and essential Python libraries such as NumPy
and OpenCV. Each reference binary mask is treated as a surrogate ground
truth for its corresponding image. These masks are then used to assess the
accuracy of the segmentation results obtained from our centroid-based
prompt generation technique. To measure this accuracy, we calculate the
DSC®, which compares the spatial overlap between the reference binary
masks and the predicted masks generated by our framework. The
DSC quantifies the similarity between two binary masks, as shown in
equation (1). A DSC score ranges from 0 to 1, where a score of 1 indicates
perfect overlap and a score of 0 indicates no overlap between the masks.

2X|MNR|

DSC(M, R) ==

¢y

Here, M = Predicted mask by our framework, R= Reference binary mask
obtained by Thresholding, |M| and |R| are the sizes (cardinalities) of sets M
and R, and |M N R is the number of elements common to both sets M and R
respectively. We demonstrate the comparison among the DSC scores
obtained from the prediction by SAM with different prompt generation
techniques in Table 1. Here, in addition to our centroid-based prompt
generation approach, we also evaluate prompt generation using the
reference binary masks for each individual image and explore the scenario
where no prompts are provided to the SAM. It is to be noted in the case of
column 3, that the prompts used in our approach are a small subset of the
foreground information of the pores derived from each reference binary
mask for each image, not the mask itself. The purpose of column 3 is to
evaluate whether using prompts from each reference binary mask specific to
an individual image produces significantly different segmentation results
compared to prompts derived from representative centroid images. Our
results show that the scores are within a very similar range, which supports
the effectiveness of our centroid-based approach. We would like to clarify
that column 3 represents a hypothetical scenario, as ground truth data for
similar datasets like ours are usually unavailable in practical applications.

We also calculate the Precision and Recall scores™ to evaluate the pixel
classification highlighting trade-offs between false positives, false negatives,
and overall balance. Precision evaluates the proportion of correctly identi-
fied positive predictions, while recall measures the model’s ability to detect
all actual positive instances.

Precisi |TP| @)
recision = ——————
ITP| + [EP |
| TP|
Recall = —————— 3
|TP| + |EN | )

Here in equation (2) and (3), TP (True Positives) = The number of correctly
predicted positive instances (e.g., correctly segmented defect pixels), FP

(False Positives) = The number of instances incorrectly predicted as positive
(e.g., non-defect pixels mistakenly classified as defect pixels). FN (False
Negatives) = The number of actual positive instances that were incorrectly
predicted as negative (e.g., defect pixels missed by the model).

Table 2 compares the Precision and Recall scores achieved using dif-
ferent prompt generation techniques with SAM predictions.

Without any prompts, SAM returns ambiguous defect masks, leading
to low DSC values, indicating poor segmentation performance in Table 1.
Our experiments show that a prompt size of at least 10,000 pixels for defect
regions leads to the highest DSC scores across most samples. However, the
prompt size needs to be adjusted based on the number of pixels corre-
sponding to defects. For instance, Sample 4 contains significantly fewer
defect pixels, therefore, the prompt size is reduced to around 1,000 points.
This adjustment helps to align the prompt size with the available defect data,
ensuring the framework can better focus on relevant areas.

Therefore, we utilize a prompt size of 10,000 points of location coor-
dinates of total pixels belonging to the defect regions for Samples 3, 5, and 6,
and 1000 points for Sample 4 respectively. Our framework demonstrates
effective performance in segmenting pores within Sample 5, characterized
by moderate pore dimensions and uniform pore distribution demonstrated
in Fig. 3 and Table 4. It also achieves the best balance, with both high
precision (=~ 0.86) and very high recall (~ 0.93), reflecting robust segmen-
tation and a low false negative rate. The framework provides slightly reduced
yet acceptable results in the case of Sample 6, featuring irregularly shaped
and large-to-medium-sized pores, and Sample 3, exhibiting a moderately
intricate distribution of smaller-sized pores i.e. equivalent spherical dia-
meter of 0.01 mm to 0.5 mm as shown in both Fig. 3 and Table 4. In Sample
6, the model has moderate precision (=~ 0.800) and recall (= 0.68) suggesting
it has missed a few true defects. In Sample 3, the results demonstrate high
precision (~ 0.8628) but low recall (~ 0.48), indicating it reliably predicted
defects but missed many true positives. This could be attributed to the wide
variation in pore sizes within this sample, ranging from as small as 0.01 mm
to a moderate size of 0.5 mm. However, its performance is less satisfactory in
the case of Sample 4 with low precision (~ 0.2972) and high recall
(=~ 0.8794), resulting in a low mean DSC score of 0.44 due to increased false
positives. The high number of false positives could be attributed to the small
proportion of pores (2.07%) from Table 4 and their minimal sizes, with
equivalent spherical diameters ranging from 0.008 mm to 0.06 mm (Fig. 3).
Additionally, a subset of pixel values within non-defective regions closely
resemble those associated with porous regions. This arises from the XCT
imaging of densely solid, defect-free regions, further complicating seg-
mentation challenges.

We observe that the prediction accuracies achieved using both
K-means and K-medoids clustering methods, as well as prompts generated
from individual reference binary masks for every image are quite similar
across all samples. Although reference binary mask-based prompts yield
slightly higher accurate results due to their precise location information for
each image, this approach is not practical in real-world applications. In
typical settings, LAM data is unlikely to come with pre-annotated labels, and
generating separate reference binary masks for each image makes this
method unsuitable for real-time segmentation tasks. In contrast, our
approach, which leverages centroid-based prompts generated from unsu-
pervised clustering, offers a more practical and efficient solution. It gen-
eralizes well across multiple images and significantly reduces the time
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Table 3 | Mean length and standard deviation of the 95%
confidence intervals calculated from the bootstrapped
distributions of DSC scores, using quantiles, across all
samples

Samples Mean length

Sample 3 0.0103 + 0.0025
Sample 4 0.0396 + 0.0236
Sample 5 0.0017 + 0.0009
Sample 6 0.0153 + 0.0034

required for prompt generation, while still delivering comparable accuracy,
as shown in Table 1. The best predictions obtained for each of the samples
using our framework are demonstrated in Fig. 3. This efficiency makes our
framework more suitable for large-scale and real-time applications.

Performance Analysis using Bootstrapping

To estimate the variability of our segmentation results using a random set of
coordinates from the centroids as prompts, we utilize Algorithm 3, which
involves the application of bootstrapping the prompts for all four samples.
To do this, we use centroids from K-means clustering. The results from
K-medoids clustering are expected to be on similar lines.

We run our framework on the set of images selected across all four
samples as demonstrated in Algorithm 3 i.e., we run our framework on each
of the images from each of the clusters from every sample 100 times to
perform prompt bootstrapping and compute the DSC scores. Using the
distributions estimated through bootstrapping the prompts, we generate
95% confidence intervals based on the quantiles” of the estimated dis-
tribution of the DSC scores obtained from each image from every iteration.
We then calculate the mean lengths of these intervals across all images from
the four sets of samples. The results are shown in Table 3. Using the
quantiles (2.5th and 97.5th percentiles) of the bootstrapped distributions,
the length of each 95% confidence interval is determined by calculating the
difference between the upper and lower quantiles. The mean length
represents the average of these interval lengths across all bootstrap iterations
for each image, while the standard deviation quantifies the variability in the
lengths of the confidence intervals. This approach effectively captures both
the central tendency (mean length) and the spread (standard deviation) of
the confidence interval lengths, offering insights into the consistency and
variability of the segmentation process. These mean lengths provide a
quantitative measure of the segmentation variability and help in evaluating
the robustness of the process across samples of the data.

A smaller mean length with a small standard deviation suggests lower
variability in the DSC scores, indicating that the segmentation process is
more stable and reliable across different randomly sampled prompts.
Conversely, a larger mean length with a large standard deviation, such as in
Sample 4, indicates higher variability, reflecting a less consistent segmen-
tation performance for that sample. Sample 5 has the smallest mean length
and standard deviation compared to the other samples, indicating that our
framework provides consistently reliable segmentation results for this
sample across multiple independent runs. Sample 3 and Sample 6 have
slightly higher mean lengths, suggesting some variability in the segmenta-
tion results and indicating that the framework faces minor challenges with
these samples. In summary, we observe that except for Sample 4, the
intervals are relatively tight thereby indicating a low variability and the
model’s outcome is consistent in individual images across all the samples by
using centroid-based randomly sampled prompts. This step aims to verify
that the proposed framework consistently delivers reliable outcomes across
samples during independent runs.

The 95% confidence intervals of the DSC scores for each of the images
for all the samples are shown in Figs. 4 and 5 respectively. The purpose is to
visualize the consistency of the performance of the proposed framework for
multiple independent runs on the same image from each of the samples.
Sample 5 demonstrates the narrowest intervals in Fig. 5, highlighting the
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Fig. 4 | The 95% confidence intervals, based on the quantile of the distribution of
DSC scores for the predicted masks generated by our framework, calculated for both
Sample 3 and Sample 4 through prompt bootstrapping.

most consistent and reliable segmentation results across independent runs.
Sample 3 in Fig. 4 and Sample 6 in Fig. 5 show slightly wider intervals,
indicating moderate variability but generally stable segmentation perfor-
mance for the same image. In contrast, Sample 4 in Fig. 4 exhibits the widest
intervals, reflecting significant variability and challenges in achieving con-
sistent segmentation results.

Discussion

The accuracy of semantic segmentation is influenced by the number, size,
and distribution of instances within an image. This becomes particularly
challenging when multiple similar objects are present, making it difficult to
differentiate between them. According to®, segmentation tends to be easier
with datasets containing fewer instances, whereas more diverse datasets
with broader distributions introduce added complexity. Datasets with
heavy-tailed distributions pose even greater challenges due to their increased
diversity. In our case study, we visualize the distribution of pore counts per
image using connected components” in Fig. 6.

Our proposed framework shows promising results for samples with
low to moderate instances i.e. pore counts and relatively uniform dis-
tributions, as demonstrated by Sample 5, which achieves a high DSC score of
(0.88 + 0.09) in Table 1. However, the framework faces challenges with
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Fig. 5 | The 95% confidence intervals, based on the quantile of the distribution of
DSC scores for the predicted masks generated by our framework, calculated for both
Sample 5 and Sample 6 through prompt bootstrapping.

datasets exhibiting heavy-tailed distributions, such as Sample 6, and those
with higher instance counts, like Sample 3 (Table 1). For Sample 3, in
addition to the high pore count and complex spatial distribution, we also
observe the presence of small trapped powder particles within some pores.
These particles are marked as non-defect backgrounds in the reference
binary masks during thresholding. This leads to misclassifications, or seg-
mentation errors, as their pixel intensities closely resemble those of the non-
defect solid surface (Fig. 3). In the case of Sample 6, our framework exhibits
limited success by segmenting the non-defect regions instead of the pores.
This outcome may be attributed to the unique pore morphology observed in
this sample, characterized by large size, irregular shapes, and inter-
connectedness. It is important to highlight that, for this particular sample,
we have generated the reference binary masks based on non-defective
regions rather than exclusively focusing on the defect areas. This metho-
dology has been adopted to ensure a comprehensive evaluation of the
accuracy of our framework.

One limitation of our framework is observed in the context of Sample 4,
where the segmentation outcomes exhibit significant fluctuations. This is
evidenced by the higher standard deviation, indicating greater variability, as
shown in Table 1. Although the pore count is low for this particular sample,
the variability can be attributed to the presence of variations and noise

within the background pixels at a granular level specific to this sample.
Additionally, several pixels belonging to the non-defect area have a similar
pixel intensity as the pores, contributing to the observed fluctuations.
However, while our model effectively segments the pores within the solid
regions, it occasionally misclassifies background artifacts as pores in a few
images, causing the fall of the DSC score. Furthermore, we note that, for
Sample 4, the most accurate results are obtained from the masks segmenting
the sub-parts, from the multi-mask outputs of SAM. This can be attributed
to the limited number of pores with very small sizes i.e. equivalent spherical
diameter less than 0.06 mm to segment in this sample, resulting in parts and
objects being indistinguishable. Overall, our framework has demonstrated
excellent segmentation performance with Sample 5, and moderate perfor-
mance with Samples 3 and 6 respectively while encountering challenges
with Sample 4. Previous studies™ have also reported similar challenges,
noting that pre-trained U-Net models struggle with background noise in
Sample 4. These findings highlight the necessity of enhancing our unsu-
pervised prompt generation approach with a prompt optimization strategy,
either in the original or embedded space, to improve the efficiency of
prompt utilization in our framework.

This framework is not intended to compete with existing supervised
approaches for fully labeled datasets, which have already shown high per-
formances. For example, the recent work by”” reported an average IoU score
exceeding 95% across all samples using a fully supervised learning approach.
Their method relied on custom label creation to train a Random Forest and a
pre-trained U-Net, resizing images to 256 x 256 pixels to suit the model
architecture. While this led to impressive segmentation accuracy, such an
approach has practical drawbacks. Generating ground truth labels manually
can be challenging and time-consuming, and resizing can lead to a loss of
critical information, particularly in high-resolution datasets like XCT scans.
Moreover, their results showed a significant drop in IoU scores for out-of-
distribution data, with notable examples being Sample 3 at 35%, Sample 4 at
43%, and Sample 6 at 75%, underscoring the limitations of supervised
models when dealing with unseen variations in data. These findings
emphasize the challenge of generalizing beyond the training dataset. In
contrast, our approach avoids the need for fine-tuning or label generation by
deriving contextual prompts directly from the data to guide SAM in seg-
mentation, achieving comparable results without labeled data (see Table 1).
To our knowledge, this is the first unsupervised approach for porosity
segmentation in unlabeled XCT data using SAM, offering a solution for
cases where labeled data is scarce or unavailable. Our results provide a viable
alternative to existing supervised techniques for effective segmentation in
challenging, label-constrained environments.

Accurate detection and localization of porosity are essential for ex-situ
characterization in PBF-L. While XCT imaging provides detailed insights
into internal artifacts in 3D-printed parts, identifying pores remains chal-
lenging due to their variability. Although deep learning-based porosity
segmentation has advanced significantly in recent years, traditional super-
vised models are hindered by the scarcity of labeled data and poor perfor-
mance during domain shifts. Additionally, these models often demand
substantial data and computational resources. To address these limitations,
in this paper, we introduce a novel porosity segmentation framework
leveraging the Segment- Anything Foundation Model. The major findings of
our work are summarized below:

I. We successfully minimize the computational overhead associated with
supervised training or fine-tuning, as well as the need for labeled data in
real-world manufacturing scenarios, by incorporating the Segment
Anything Foundation Model and by introducing a novel prompt
generation scheme. Instead of generating labels or prompts for
individual pores in each image, our framework utilizes representative
images from unsupervised clustering of XCT images to create
contextual prompts. As a result, we achieve a DSC score exceeding
80% during inference, without having performed any supervised
training or fine-tuning.

II. Using centroid images from both K-means and K-medoids clustering
as representatives for each data group yielded similar results to
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prompts derived from individual ground truth (reference binary
masks). This highlights the effectiveness and generalizability of our
approach.

Our framework performs well on samples with a moderate pore count
and a uniform pore distribution, in contrast to those with a heavy-
tailed pore distribution or complex pore morphology. Additionally, we
observe consistent performance across different sets of prompts for the
same sample, as confirmed by uncertainty quantification through
bootstrapping.

While the current methodology has been applied to a case study of ex-
situ characterization of porosity from XCT images of PBF-L printed
samples, the framework holds potential for other LAM processes such
as Directed Energy Deposition. As long as internal defects like porosity
are captured by imaging techniques, our approach can be adapted to
detect and segment pores in various LAM processes and materials. This
makes it a flexible tool for porosity segmentation across different
manufacturing conditions.

IIL.

Iv.

Our study focuses on porosity segmentation using XCT imaging of
samples produced with different process parameters, laying the groundwork
for advancing the use of promptable Foundation Models, such as SAM, in
the additive manufacturing domain. However, the relatively large number of
multi-point prompts required in our case may benefit from optimization

within the embedding space, as suggested by, potentially through few-shot
training. Moving forward, we plan to explore the selection of representative
images, analyze the embedded space, and refine prompt generation to
enable prompt optimization. Additionally, we aim to extend our work to
other datasets within the LAM domain including the XCT imaging of air-
material boundary, pores near the surface, and XCT images with artifacts
such as beam-hardening and dead pixels exploring embedded space
representations and integrating robust noise mitigation. In summary, our
centroid-based prompt generation method for defect segmentation, cou-
pled with SAM’s zero-shot generalization capability as mentioned in®,
offers a simple and efficient framework that reduces human involvement
and holds promise for real-time anomaly detection® in LAM.

Methodology

In this section, we briefly describe the dataset and discuss the key compo-
nents of the Foundation model used in this study i.e., the Segment Anything
Model (SAM).

Dataset

The data presented in this study is derived from®, where Cobalt-chrome
(CoCr) alloy specimens were fabricated using a EOS M270 Direct Metal
Laser Sintering System (DMLS) via the Powder Bed Fusion-Laser (PBF-L)
process. High-resolution XCT scans were conducted on the CoCr
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Fig. 7 | XCT images showing the surface topology of
defects of four CoCr alloy cylindrical discs; from left
to right respectively from”.

Sample 3
Porosity: 18.2%

Sample 6
Porosity: 72%

Sample 4
Porosity: 2.07%

Sample 5
Porosity: 10.19%

Table 4 | Porosity information of the XCT images of the
samples at varying process parameters

Samples Image Scanning Speed Hatch Porosity (%)
size (px) (mm/s) space (mm)

Sample 3 (988, 1013) 3200 0.1 18.2

Sample 4 (984, 1010) 800 0.2 2.07

Sample 5 (984, 1010) 800 0.4 10.19

Sample 6 (984, 1013) 3200 0.4 72.0

specimens to examine how processing parameters, specifically scan speed
and hatch spacing, affect pore structure formation and overall porosity. The
XCT scans were performed using a ZEISS Versa XRM500 system with a
tube voltage of 155 kV and a power of 10 W, achieving ~ 10% transmission.
Cylindrical cores with a 5 mm diameter had been extracted from larger
cobalt-chrome alloy disks (40 mm diameter, 10 mm height). The voxel sizes
used were approximately 2.44 ym for most samples and 0.87 ym for high-
resolution scans of Samples 3 and 5. To improve beam transmission and
harden the X-ray spectrum, the highest X-ray attenuation filter was applied.
The images were reconstructed using a cone-beam CT reconstruction
algorithm with a smoothing filter (kernel size: 0.7), and no additional pre-
processing, ring removal, or beam hardening corrections were applied. It is
to be noted that the XCT scans do not include the external surface in this
study. The completely black air background and the lack of beam hardening
in the images are consistent with this focus on internal structures. Layer
thickness is nominally 20 ym, and powder particle sizes range from 5 ym to
80 pm, peaking at 30 ym. Therefore, the dataset comprises 8-bit grayscale
images of 2D slices from the top surface of cylindrical 3D samples. We use
data from four specimens (Samples 3, 4, 5, and 6), as defined in the original
studf, selected based on their variations in porosity volume, size, and dis-
tribution (Fig. 7 and Table 4).

Example images of Samples 3 to 6 (Fig. 7) show notable differences in
pore structures due to varying processing parameters, with pores influenced
by hatch space and scanning speed according to’. As seen in Table 4, Sample
4 has the least porosity and smaller, closed pores without trapped powder,
due to its low hatch space. Samples 3 and 5, despite having similar porosity
percentages, exhibit distinct pore structures-Sample 3 shows smaller, more
connected pores, while Sample 5 has larger, disconnected pores, both
containing unmelted particles due to higher hatch space. Sample 6, with 72%
porosity, displays disconnected solid parts, largely due to its high porosity.

Segment Anything Inference Model
The architecture of SAM consists of an image encoder, a prompt encoder,
and a mask decoder (Fig. 8). The main components are discussed as follows.

Image Encoder. The image encoder takes RGB images, rescaling them to
1024 x 1024 with padding, and processes them using a pre-trained
Masked Autoencoder (MAE)”. It outputs a downscaled embedding of
the input image, reduced by a factor of 16 in both dimensions, and

reduces the dimensionality to 256 channels at a resolution of 64 x 64.
Following the notations from”, first, an RGB image I is converted into
image embeddings, e by a convolutional operation, CONV as below
where ¢ represents each of the patch embeddings.

e = CONV(I), wherel € R?* 102471024 o — (o ¢ R%**%* 1 <j<768}
4)
Subsequently, these patch embeddings e are processed through a stack

of 12 Transformer blocks. The final output embedding from the image
encoder Encoder’ is:

E = Encoder’(e), where E = {ed € R®*® 1<q<256} (5)
where e represents each of the final patch embeddings.

Prompt Encoder. The prompt encoder accommodates different types of
prompts: sparse prompts (bounding boxes, points) and dense prompts
(masks) embedded via convolution and element-wise summation using
the image embeddings and text prompts™. In our work, we use sparse
prompts in the form of points to perform image segmentation. For point
prompts, the representation of each point comprises a positional
encoding of its location which is combined with embeddings denoting
the location class of the point.

From the prompts p and labels I provided by the user, the prompt
embeddings generated by the prompt encoder, Encoder”, are:

[x*, P] = Encoder”([l, p]), where, P € R*® 6)

Here, x  represents a learned embedding indicating the location class of a
point which can be either the foreground or background, and is inserted
along with the prompt embeddings P, which are termed as ‘tokens’ in the
original SAM paper”’.

Mask Decoder. During inference, the mask decoder takes 256-
dimensional image embeddings and prompt tokens as input, produ-
cing masks through two transformer layers. The process involves self-
attention on tokens, cross-attention between tokens and image embed-
dings, and updates via point-wise MLPs, with residual connections and
layer normalization for stability. The enhanced embeddings are then
upscaled using transposed convolutions, and the updated tokens pass
through MLP heads to compute mask probabilities. Finally, the decoder
predicts multiple masks and generates a confidence score, estimating the
IoU for each mask and assessing their quality.
For the N number of Layers in a transformer block,

[x},E;] = Layer,([x}_,,P;_;,E;_;]), wherel<i<N, N=2 (7)
Here, x represents the learnable class token”, and P and E as the prompts
and image embeddings respectively. The final output of the Mask Decoder
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of SAM, Decoder™ is denoted as below:
(M, S) = Decoder™([x*, P, E]) 8)

Here, M denotes the final predicted mask and Sis the predicted IoU score by
the model. x” denotes the learnable class token, P denotes the prompts from
prompt encoder Encoder” and E denotes the image embeddings from image
encoder Encoder’.

SAM is trained on the SA-1B dataset™, which consists of over 1 billion
masks across 11 million diverse images. A high-performance computing
system with a total number of 256 A100 GPUs over approximately is used in
training SAM for 68 hours for 90,000 iterations. The training setup includes
Adam optimizer, a batch size of 256, and a learning rate of 8¢ with a weight
decay by a factor of 10.

Data Availability

The dataset used and analyzed during the current study is available in NIST
Engineering Laboratory’s repository, https://www.nist.gov/el/intelligent-
systems-division-73500/cocr-am-xct-data.

Code availability
The underlying code for this study is not publicly available but can be made
available on reasonable request to the corresponding authors.
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